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EDITOR’S NOTE             VOL 10, NO 2 (2020) 

 
 
 
The impasse of competitive intelligence today is not a failure.  
A special issue for papers at the ICI 2020 Conference 
 
Intelligence studies started as strategy, the “art of troop leader; office of general, command, generalship", 
both in Europe (in Greece as stratēgia, but first of all much later with Carl von Clausewitz’ book “On 
War”, 1832 ) and in China much earlier with the seven military classics (Jiang Ziya, the methods of the 
Sima, Sun Tzu, Wu Qi, Wei Liaozi, the three strategies of Huang Shigong and the Questions and Replies 
between Tang Taizong and Li Weigong). The entities studied then were nation states. Later, corporations 
often became just as powerful as states and their leaders demanded similar strategic thinking. Many of 
the ideas came initially from geopolitics as developed in the 19th century, and later with the spread of 
multinational companies at the end of the 20th century, with geoeconomics.  

What is unique for intelligence studies is the focus on information— not primarily geography or 
natural resources— as a source for competitive advantage. Ideas of strategy and information developed 
into social intelligence with Stevan Dedijer in the 1960s and became the title of a course he gave at the 
University of Lund in the 1970s. In the US this direction came to be known as business intelligence. At a 
fast pace we then saw the introduction of corporate intelligence, strategic intelligence and competitive 
intelligence. Inspired by the writings of Mikael Porter on strategy, as related to the notion of competitive 
advantage the field of competitive intelligence, a considerable body of articles and books were written in 
the 1980s and 1990s. This was primarily in the US, but interest spread to Europe and other parts of the 
world, much due to the advocacy of the Society of Competitive Intelligence Professionals (SCIP). In France 
there was a parallel development with “intelligence économique”, “Veille” and “Guerre économique”, in 
Germany with “Wettbewerbserkundung” and in Sweden with “omvärldsanalys,” just to give some 
examples.  

On the technological side, things were changing even faster, not only with computers but also 
software. Oracle corporation landed a big contract with the CIA and showed how data analysis could be 
done efficiently. From then on, the software side of the development gained most of the interest from 
companies. Business intelligence was sometimes treated as enterprise resource planning (ERP), customer 
relations management (CRM) and supply chain management (SCM). Competitive intelligence was 
associated primarily with the management side of things as we entered the new millennium. Market 
intelligence became a more popular term during the first decade, knowledge management developed into 
its own field, financial intelligence became a specialty linked to the detection of fraud and crime primarily 
in banks, and during the last decade we have seen a renewed interest for planning, in the form of future 
studies, or futurology and foresight, but also environmental scanning. With the development of Big Data, 
data mining and artificial intelligence there is now a strong interest in collective intelligence, which is 
about how to make better decisions together. Collective intelligence and foresight were the main topics of 
the ICI 2020 conference. All articles published in this issue are from presentations at that conference.  

The common denominator for the theoretical development described above is the Information Age, 
which is about one’s ability to analyze large amounts of data with the help of computers. What is driving 
the development is first of all technical innovations in computer science (both hardware and software), 
while the management side is more concerned with questions about implementation and use. 
Management disciplines that did not follow up on new technical developments but defined themselves 
separately or independently from these transformations have become irrelevant.  

Survival as a discipline is all about being relevant. It’s the journey of all theory, and of all sciences 
to go from “funeral to funeral” to borrow an often-used phrase: ideas are developed and tested against 
reality. Adjustments are made and new ideas developed based on the critic. It’s the way we create 
knowledge and achieve progress. It’s never a straight line but can be seen as a large number of trials and 
solutions to problems that change in shape, a process that never promises to be done, but is ever-changing, 
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much like the human evolution we are a part of. This is also the development of the discipline of 
intelligence studies and on a more basic level of market research, which is about how to gather 
information and data, to gain a competitive advantage.  

Today intelligence studies and technology live in a true symbiosis, just like the disciplines of 
marketing and digital marketing. This means that it is no longer meaningful to study management 
practices alone while ignoring developments in hardware and software. The competitive intelligence (CI) 
field is one such discipline to the extent that we can say that CI now is a chapter in the history of 
management thought, dated to around 1980-2010, equivalent to a generation. It is not so that it will 
disappear, but more likely phased out. Some of the methods developed under its direction will continue 
to be used in other discipline. Most of the ideas labeled as CI were never exclusive to CI in the first place, 
but borrowed from other disciplines. They were also copied in other disciplines, which is common practice 
in all management disciplines. Looking at everything that has been done under the CI label the legacy of 
CI is considerable.   

New directions will appear that better fit current business practices. Many of these will seem similar 
in content to previous contributions, but there will also be elements that are new. To be sure new 
suggestions are not mere buzzwords we have to ask critical questions like: how is this discipline defined 
and how is it different from existing disciplines? It is the meaning that should interest us, not the labels 
we put on them. Unlike consultants, academics and researchers have a real obligation to bring clarity 
and order in the myriad ideas.   

The articles in this issue are no exception. They are on collective intelligence, decision making, Big 
Data, knowledge management and above all about the software used to facilitate these processes. The 
first article by Teubert is entitled “Thinking methods as a lever to develop collective intelligence”. It 
presents a methodology and framework for the use of thinking methods as a lever to develop collective 
intelligence. 

The article by Calof and Sewdass is entitled “On the relationship between competitive intelligence 
and innovation”. The authors found that of the 95 competitive intelligence measures used in the study 
59% were significantly correlated with the study’s measure of innovation.  

The third article is entitled “Atman: Intelligent information gap detection for learning organizations: 
First steps toward computational collective intelligence for decision making” and is written by Grèzes, 
Bonazzi, and Cimmino. The research project shows how companies can constantly adapt to their 
environment, how they can integrate a learning process in relation to what is happening and become a 
"learning company". 

The next article by Calof and Viviers entitled “Big data analytics and international market selection: 
An exploratory study” develops a multi-phase, big-data analytics model for how companies can perform 
international market selection. 

The last article by Vegas Fernandez entitled “Intelligent information extraction from scholarly 
document databases” presents a method that takes advantage of free desktop tools that are commonplace 
to perform systematic literature review, to retrieve, filter, and organize results, and to extract information 
to transform it into knowledge. The conceptual basis is a semantics-oriented concept definition and a 
relative importance index to measure concept relevance in the literature studied. 

As always, we would above all like to thank the authors for their contributions to this issue of JISIB. 
Thanks to Dr. Allison Perrigo for reviewing English grammar and helping with layout design for all 
articles.  

 
Have a safe summer! 

 
On behalf of the Editorial Board, 
Sincerely Yours, 

 
Prof. Dr. Klaus Solberg Søilen 
Halmstad University, Sweden 
Editor-in-chief 
 
 
 

Copyright © 2020 JISIB, Halmstad University. All rights reserved. 



 

 

    
 
 

 
Thinking methods as a lever to develop collective 
intelligence  
 
Ursula Teubert* 
 
*Corresponding author: ursula.teubert@gmail.com 
 
Received 30 January 2020 Accepted 20 April 2020 

ABSTRACT This publication describes a methodology and framework for the use of thinking 
methods as a lever to develop collective intelligence. The purpose of the described methodology 
and framework is to leverage in an optimal way thinking methods well-chosen to the decided 
purpose and objective of a specific task. The conscientious use of thinking methods allows 
individuals and teams to better deploy brainwork and “wire” individuals into a collective 
thinking process, increasing agility and quality of collective sensemaking and collective 
intelligence. This methodology can be taught in combination with teaching content like 
innovation models or marketing, with the objective that students acquire not only the content 
but also learn to implement it, using the most efficient thinking methods.  

KEYWORDS Collective intelligence, creative thinking, critical thinking, thinking methods 

 
 
1. PROBLEM FORMULATION 

Our educational system is focussed on teaching 
content and analytical thinking. In competitive 
intelligence (CI), critical thinking was 
introduced, to avoid judgements based on 
cognitive bias and to assure the usage of a 
complete analytical grid. 

But how can we lever our natural human 
intelligence into an agile collective 
intelligence? Based on the practice of thinking 
methods I propose a methodology in the format 
of a group learning process, to work and think 
together collectively. As a result, complex 
problem-solving or collective sensemaking 
become processes of a collective thinking 
network.   

 
2. LITERATURE REVIEW 
The focus is put on thinking as a process and 
thinking methods in the field of science and 
economy. The social aspect of the human being 
is approached from a neurological aspect. 
There are examples from the living arts: 
theatre, improvisation, and ancient martial art 

traditions that are based on instant networked 
acting and thinking.  

Collective thinking, collective sensemaking 
and collective intelligence result as networked 
thinking processes. 

In 1968, a study conducted by Land and 
Jarman stated a strong decrease in the creative 
thinking score of children, that remains at a 
level of less than 2% for adults. The creative 
thinking score was 98% for 5-year-old children, 
30% for 10-year-old children and 2% for ages 25 
and older (Land, Jarman, 1968). Why is this so? 
Land and Jarman stated two kinds of thinking 
processes when it comes to creative thinking. 
These are divergent thinking, “where you 
imagine new ideas, original ones which are 
different from what has come before but which 
may be rough to start with, and which often 
happens subconsciously”, and convergent 
thinking “where you judge ideas, criticise 
them, refine them, combine them and improve 
them, all of which happens in your conscious 
thought”(Land, Jarman, 1968) and continues 
“[...] throughout school, we are teaching 
children to try and use both kinds of thinking 
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at the same time, which is impossible.”(Land, 
Jarman, 1968). 

In the field of intelligence studies, Heuer 
pushes for a sound basic education in 
analytical thinking and decision making, 
especially in large organizations. The following 
two statements are considered key to 
understanding the need of thinking methods in 
our often too simplistic world: 

 
1. “Pay more honor to doubt. [...] We do not 

know. or There are several potential 
valid ways to assess this issue. should 
be regarded as badges of sound 
analysis, not as dereliction of analytic 
duty.” (pp. XXV, Heuer, 1999)   

2. “The mind is poorly wired to deal 
effectively with uncertainty (the 
natural fog surrounding complex, 
indeterminate intelligence issues) and 
induced uncertainty (the man-made fog 
fabricated by denial and deception 
operations).” (pp. XX, Heuer, 1999).  
 

Heuer proposes to apply critical thinking for 
complex analysis in the field of intelligence. 
Statement one has been integrated into the 
complete curriculum of executive MBA studies 
at INSEAD. Nearly every course treats at least 
one business case with a complex setting, 
where the analysis shows that there’s not one 
solution, instead “it depends”. This is a very 
practical way to bring more reflection and 
analytic thinking into general management 
worldwide. 

Statement two will be addressed later in 
this article. 

Natural science philosophical essays from 
the mid-20th century document discussions 
showing how scientists proceeded to find 
ground-breaking theories. G. Holton cites a 
tentative of A. Einstein to describe how he’s 
proceeding when thinking scientifically: 
“Basically a cyclic process starting at the point 
where it should end. It is based on an axiom 
(one wishes to achieve), experiences lived 
through and deductions that allow to link the 
axiom with the experiences lived through.” 
(Holton, 2004). On the other hand, Einstein 
does not give any information on how the axiom 
came into his mind. This thinking process is 
what we call today expert intuition, which 
belongs to the creative thinking methods. 

If we want to understand how the above-
mentioned axioms emerge, we find an 
interesting answer in Gladwell, (2005). “Snap 
judgements and rapid cognition take place 

behind a locked door.” Gladwell choose 
different personalities: a star tennis trainer, 
Vic Braden, who could predict that double 
faults would happen just before they happen, 
and the billionaire investor George Soros and 
his decision making “... the reason he changes 
his position on the market or whatever is 
because his back starts killing him. He literally 
goes into a spasm, and it’s this early warning 
sign.” (p. 51, Gladwell, 2005). 

Interestingly Holton challenges analytical, 
scientific thinking, based on a specific focus 
group: scientists that were recognized by the 
scientific community via various prizes. He’s 
analyzing their deliberations about expert 
intuition in scientific research. 

If we apply pattern analysis to Holton 
(2004), Heuer (1999) and Gladwell (2005) it 
stands out that all of them search credibility 
associating their work with personalities 
recognized by the community. Holton does this 
through internationally recognized scientists, 
Heuer through a second foreword and an 
introduction to his book written by different 
personalities recognized throughout the 
intelligence community, and Gladwell through 
VIPs.  

Heuer’s approach to thinking is based on the 
conscious mind in order to do an analysis that 
is as objective and detailed as any possible and 
reducing the risk of errors based on cognitive 
bias or other rapid neurological mechanisms, 
that our brain can perform (Gladwell, 2006) 
(Eagleman, 2015). Critical thinking takes time, 
but allows us to develop in a structured 
workflow of the analysis of complex situations. 

But what about situations that either need 
instant decision making (e.g. firefighters 
saving people from a burning building)? Or 
when one must decide in a complex and/or 
dynamically developing situation with very 
scarce information to make an overall picture 
of the situation? Here we find instruction 
through “presence of mind” (Duggan, 2010) a 
core skill taught in Asian traditions of martial 
arts including yoga, ai-ki-do, ken-do, and 
karate. Presence of mind can also be achieved 
through meditation techniques. Basically what 
happens is that we allow our brain to apply its, 
often extremely fast, mechanisms of pattern 
recognition and thin slicing. When “presence of 
mind” goes hand in hand with a strong 
expertise we talk about expert intuition. This 
expert intuition is what scientists can rely on 
when they’re developing new theories or 
discovering new natural phenomenons. In 
history we also have the military strategist von 
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Clausewitz who described “presence of mind” 
as a tool to prepare strategic fights and conquer 
other countries (Duggan, 2010). With 
neuroscience we can already localize where the 
diverse mechanisms are executed in the brain. 
We also have proof that training our brain 
allows “brain plasticity”, sometimes bridging 
neuronal connections that have, for example, 
been separated during an accident (pp. 184, 
Eagleman, 2015). 

Our brains are large neuronal networks. 
And they are “[...] primed for social interaction. 
After all, our survival depends on quick 
assessments of who is friend and who is foe. We 
navigate the social world by judging other 
people’s intentions.” (pp.149, Eagleman, 2015). 
“Every moment of our lives, our brain circuitry 
decodes the emotions of others based on 
extremely subtle facial cues.” (p. 154, 
Eagleman, 2015). So this is where collective 
intelligence can emerge, or be trained. 

 
3. METHODOLOGY 
Thinking methods are not taught at school. 
They’re not part of the curriculum at 
university. Usually, if you run into a question, 
the answer is “you’ve got to think”. But who 
will tell you which kind of thinking works best 
for the question at hand? And in any 
competitive setting, the question of “friend or 
foe” is key. I developed a methodology to teach 
and train thinking methods and their 
application at work or in daily life. The 
methodology can be trained through real life 
complex case studies or it can be taught and 
trained together with content teaching, like 
innovation theory, marketing, or various other 
content subjects. 
3.1 Introduction and setting 
Thinking together is a social act. And it bears 
certain risks: the other will know you better 
and could use this knowledge against you. It is 
crucial that the participants or the team 
members, wishing to train following this 
method, have the possibility and mindset to 
accept the basic settings: openness, mutual 
respect, trust and discipline.  

Without such setting, collective thinking 
cannot emerge. 

Learning is always linked with emotions 
and other people. This is especially true when 
teaching thinking methods to an educated 
audience. Or in the words of Maria Montessori, 
1870 – 1952, an italian physician who 
developed a self-driven learning method for 
children:  

 
“Education should no longer be most 
imparting of knowledge, but must take a 
new path, seeking the release of human 
potentialities.” (Montessori) 

3.2 Individual awareness 
Here the task for any participant is to become 
aware about what she or he really does, when 
she or he decides to think. And to listen and 
understand how each other participant 
proceeds, when she or he decides to think. As 
no thinking methods exist in the curriculum of 
schools and universities, we state that the 
differentiation between “experts” and “common 
people” to estimate a collective intelligence 
level, that we see in research about collective 
intelligence, doesn’t apply. Here we can state 
stronger differences depending on culture, 
gender or individual mindset. The methodology 
differentiates thinking methods used to 
understand, to find ideas, to analyze, to 
hypothesize, to decide. Astonishingly people 
rarely link thinking methods to objectives: 
when applying thinking methods for decision 
making, e.g. in a brainstorming process, or 
analyzing a case study using thinking methods 
from ideation, this is when we can be sure to 
have a poor outcome. 

Participants are also questioned about the 
setting in which they search for specific 
thinking tasks, and while some people prefer to 
walk through the forest for inspiration and 
finding ideas, others do the same to analyze an 
important question. At the end of this step, 
participants have a more structured overview 
of how and when to apply their thinking 
methods, and they achieved a first overview 
over the thinking methods capacity in the 
group, including a first glance on how other 
participants think. 
3.3 Collective awareness 
The next step is to link thinking methods, so 
that the group can start to practice collective 
thinking. This can be done in sub-groups. The 
application of theatre methods to develop 
collective spontaneity can be efficient. What 
can be achieved here is an increase in the 
awareness level and live first aha-moments. 
During the collective awareness step a first 
timetable is introduced, describing the link 
between brain frequency and thinking methods 
that fit the brain frequency. It helps to note the 
hour of day a person estimates to be usually in 
this very brain frequency (e.g. just before 
falling asleep and when waking up the human 
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brain frequency is relatively low, which fosters 
the creative thinking capacity of the brain), 
and add which specific tasks from the daily life 
could be done best with a specific thinking 
method, i.e. at a specific brain frequency. 
3.4 Enrich 
The role of this step is to turn from awareness 
into active practitioner. These can be 
individual practitioners and collective 
practitioners of thinking methods and 
collective thinking. Social neuroscience brings 
first results and support to understand this 
step:  

 
“Half of us are other people. [...] Brains have 
traditionally been studied in isolation, but 
that approach overlooks the fact that an 
enormous amount of brain circuitry has to 
do with our brains. We are deeply social 
creatures. [...] our societies are built on 
layers of complex social interactions. [...]All 
of this social glue is generated by specific 
circuitry in the brain: sprawling networks 
that monitor other people, communicate 
with them, feel their pain, judge their 
intentions, and read their emotions. Our 
social skills are deeply rooted in our neural 
circuitry.” (p.147, Eagleman, 2015).  
 

In the setting of this methodology, based on 
trust, mutual respect and a win-win 
collaboration mindset, it becomes possible to 
develop social dynamics inside the learning 
collective. It can be measured through an 

increasing creativity of the participants as 
individuals and in (sub-)groups.  
3.5 New 
At this point the manual of thinking methods, 
with a large collection of thinking methods, 
comes into action. The learning process follows 
the demand of the participants, as it is a 
creative learning process. As mentioned by 
(Adriansen, 2010), the teaching concept is 
better not directly result-oriented, but gives 
room for unexpected requests of participants. 
3.6 Apply 
The objective is to apply all thinking methods 
learned, on individual and on group projects. 
Participants frequently change roles: they ask 
advice or thinking support from the group for a 
personal project or question, they become part 
of the co-thinking group for another project, or 
they facilitate for a project to choose thinking 
methods and settings to find ideas, answers, or 
understanding. 

When teaching a group of people over a 
longer time, it becomes useful to include 
theatre methods, like automatic answering or 
improvisation theatre, to train their 
spontaneity. This is only possible once the 
members of the group have achieved a 
sufficient level of mutual trust, feeling safe in 
the group learning process. Let’s take the 
example of improvisation theatre or automatic 
answering. People interact extremely fast, so 
their brain will use its repertoire of thin slicing, 
cognitive bias, implicit association, and so on. 

 

Figure 1 The methodology: a learning process. 
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“The Structure of Spontaneity [...] 
Improvisation comedy is a wonderful 
example of the kind of thinking that Blink 
is about. It involves people making very 
sophisticated decisions on the spur of the 
moment, without the benefit of any kind of 
script or plot.” (pp.111, Gladwell, 2005). 

 
Again, we’re learning from creating awareness 
of our own biases. Starting from the awareness 
we can go further. 

Training spontaneity will also include 
decisions to act under the influence of, for 
example, cognitive bias or implicit association. 
We are creating awareness. Once people are 
aware of their biases, they have a chance to 
attack change. 

 
4. METHODOLOGY APPLICATION  
The described methodology has been developed 
and tested during 4 years lecturing in 
innovation leadership and marketing classes of 
33h lecturing time, to master-II students at 
Sorbonne University. Also, it has been 
developed and tested during 5 years of 
lecturing at a one-day workshop in Critical 
Thinking and Creative Problem Solving at the 
Institute for Competitive Intelligence. Both 
formats are very different in lecturing time and 
audience. It gave me the opportunity to 
optimize the learning outcome of thinking 
methods in a compact format and to achieve a 
certain degree of an active collective 
intelligence behaviour in the master-II lecture. 
4.1 The case of teaching critical 

thinking and creative problem 
solving to CI professionals 

A one-day workshop is very short to get 
participants accustomed to new learning and 
thinking methods. Still it is a great opportunity 
to start from an actual, complex problem of the 
participants and develop during the day step-
by-step solutions, applying different thinking 
methods, leveraging individual and group 
thinking methods.  

 
“People interpret information individually 
and then collectively. Collective learning is 
important. Understanding weak signals 
advances by trial and error, or ‘learning by 
doing’.” (de Almeida Lesca, 2019) 
 

Thinking methods are a strong lever to 
increase the quality of collective sensemaking 
and the agility of collective intelligence. 
Further research is under preparation. 

4.2 Application of methodology: the 
case of foresight and long-term 
strategy development 

Industries with a strong R&D tradition have 
the chance of a huge intangible asset in their 
experts’ knowledge. Still it can be difficult to 
access the knowledge and include it into 
estimations of the future and strategy 
development. The methodology uses different 
thinking and group thinking tools to access 
expert intuition, to visualize it and use it for a 
long-term strategy proposal. This method 
allows one to strip-off various cognitive biases 
and taboos. In order to propose it as a regular 
tool for strategy development, further test 
series have to be conducted.  
4.3 Application of methodology: the 

case of teaching innovation & 
entrepreneurship 

As stated by Adriansen “With critical thinking 
being among the core values in higher 
education, can we then also foster creative 
thinking?” (p.1, Adriansen, 2010). The 
presented methodology seeks to teach students 
in-depth expertise using innovative learning 
and thinking methods to link this very 
expertise to the active knowledge and daily life 
of each student.  

Teaching both innovation theory and 
thinking methods, using various example 
business cases, invites students to link 
expertise and sources of knowledge around 
them, proceeding them following the various 
thinking methods so as to find new solutions. 
Giving them the possibility to choose the topics 
of the practical exercises from their real life is 
a strong motivator. In addition, theatre 
methods support the learning of 
communication skills, spontaneity, savoir-être 
and growth mindset. During the four years of 
teaching, the main objective was to make 
students become active innovators, and this 
has been achieved. As a collective, but also as 
individuals, their capacity was developed to 
detect and leverage entrepreneurial 
opportunities from their daily life and 
professional environment through thinking 
methods and individual and collective 
sensemaking to find hands-on solutions. 

Key insights from these lectures are that: 
 
● At university (as in many similar 

settings) students arrive in a passive-
student-consumer-mindset. Interactive 
and hands-on teaching sequences 
showed very positive results. 
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● First exercises in creative thinking and 

other thinking methods help to defocus, 
to find a key that can change the maze, 
and show positive results. All students 
start to link novel solutions to real 
problems from their personal 
experience, to analyze and improve 
them through the innovation theories 
and analytical tools provided during 
the course. 

● The more the course advances the more 
the students collaborate, think together 
and support each other to succeed. The 
course ended with a class that 
elaborated two team and individual 
projects per person, and a very agile 
collective sensemaking and collective 
intelligence activity. 

4.4 Application of methodology: 
some examples of missing 
thinking methods  

In a few examples we show how neglecting 
the use of thinking methods in brainstorming 
or decision-making processes can lead to 
inefficiencies that could be avoided, by simply 
applying thinking methods purposefully. 

4.4.1 Example time management 
versus improbable innovation 
ideas 

One important aspect of management training 
is time management. Still sometimes it may 
make sense to check the compatibility with the 
objectives. Let’s take the example of a very 
innovative technology development company. 
Every Monday from 9am till 10am the list of 
ideas for the innovation management is 
evaluated. These ideas would need the deciding 
managers to be in a calm, low brain-frequency 
mode, to be capable to conduct divergent, 
creative thinking, to understand the possible 
value in each idea. This is rarely the case at 
9am, as people are still in the morning rush to 
get things done. So these managers meet to 
decide which ideas to keep, which ideas to stop 
- still decision making needs another way of 
thinking other than creative thinking. How 
probable is it that they will keep an idea with 
the potential of disruptive innovation? Here a 
simple check of the settings and the choice of 
the best thinking method would give the 
company higher chances to surprise through 
innovativeness in the future. 

4.4.2 Example brainstorming with 
concise summary of the 
proposed idea 

Brainstorming means bringing as many ideas 
and as diverse as possible ideas together. As 
already stated above in Land (1968), it is not 
possible to do divergent thinking and 
convergent thinking at the same time. This are 
two opposite thinking methods. If they’re 
separated in time, the summaries can be done 
without problem after the divergent creative 
thinking brainstorming has finished. 

4.4.3 Example: diamond with a 
proper diverging ideation 
phase, then converging to a 
set of chosen solutions 

When working with the diamond, we start with 
a phase of divergence, finding as many possible 
or impossible ideas, proposals, settings, 
dreams, and images. The difficulty is to stay 
strictly in the divergence phase and stick to 
creative thinking, which means a low brain-
frequency mode of all participants. This could 
be during a one-day workshop. It could run 
from 8h till 10h the phase of divergence, then 
half an hour coffee break, to converge to a set 
of chosen solutions by noon. Let’s assume that 
all participants aren’t morning people. We 
have good chances that our team stays in a 
calm creative thinking mode between 8h and 
9h. But as soon as the pressure to deliver a set 
of “realistic” solutions by noon comes to mind, 
the end of the divergence phase will turn into a 
converging phase, as it becomes tempting to 
swap to analytical reasoning. Participants will 
focus on which idea will get a vote, for example 
from the general management. Then, the 
quantity and diversity of the idea phase is 
narrowed down, due to switching from creative 
thinking to analytical thinking and decision 
making. 

If our team is very disciplined they’ll stick 
with critical thinking. But the funnel wasn’t 
filled to the optimal extent. 

Probably it would have been advantageous 
for each member of the team to take home a 
writing pad, take note of ideas before falling 
asleep in the evening and when waking up in 
the morning and to send them in a voice 
message when commuting to work. 
Alternatively, if team dynamics are wanted, 
the session could start after lunch, when all 
team members are a bit tired, their brains are 
in low brain-frequency mode, and they have 
time to think together calmly with the 
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converging phase being planned the next day 
during morning hours. This is the best time for 
our brains to do critical thinking and decide 
through a thorough analysis. 
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ABSTRACT A great deal of information is available on international trade flows and potential 
markets. Yet many exporters do not know how to identify, with adequate precision, those 
markets that hold the greatest potential. Even if they have access to relevant information, the 
sheer volume of information often makes the analytical process complex, time-consuming and 
costly. An additional challenge is that many exporters lack an appropriate decision-making 
methodology, which would enable them to adopt a systematic approach to choosing foreign 
markets. In this regard, big-data analytics can play a valuable role. This paper reports on the 
first two phases of a study aimed at exploring the impact of big-data analytics on international 
market selection decisions. The specific big-data analytics system used in the study was the 
TRADE-DSM (Decision Support Model) which, by screening large quantities of market 
information obtained from a range of sources identifies optimal product‒market combinations 
for a country, industry sector or company. Interviews conducted with TRADE-DSM users as 
well as decision-makers found that big-data analytics (using the TRADE-DSM model) did 
impact international market-decision. A case study reported on in this paper noted that 
TRADE-DSM was a very important information source used for making the company’s 
international market selection decision. Other interviewees reported that TRADE-DSM 
identified countries (that were eventually selected) that the decision-makers had not previously 
considered. The degree of acceptance of the TRADE-DSM results appeared to be influenced by 
TRADE-DSM user factors (for example their relationship with the decision-maker and 
knowledge of the organization), decision-maker factors (for example their experience and 
knowledge making international market selection decisions) and organizational factors (for 
example senior managements’ commitment to big data and analytics). Drawing on the insights 
gained in the study, we developed a multi-phase, big-data analytics model for international 
market selection. 

KEYWORDS Analytics, big data, export decision-making, international market selection 
 

 
1. INTRODUCTION 

Choosing an international market is an 
important decision. There is a plethora of 
information from numerous sources and 
dozens of analytical models available to help 
people make the international market selection 
decision. While there has been much research 

conducted on international market selection, 
weaknesses (as described below) are evident in 
studies that look at the application of big-data 
analytics in the evaluation and selection of 
markets.  

This paper reports on a preliminary study 
conducted to start addressing this void in the 
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literature. The paper discusses the results of 
the first two phases of the study, which 
involved interviewing users of an international 
market selection big-data analytics system, 
called the TRADE-DSM. Also interviewed were 
decision-makers who have used the TRADE-
DSM output. The paper identifies a link 
between the application of the TRADE-DSM 
and international market selection, and 
proposes a big-data analytics and international 
market selection model based on the 
information gathered from the interviews. In 
addition, the paper presents a case study to 
illustrate the proposed big-data analytics 
model. 

 
2. LITERATURE REVIEW: 

INTERNATIONAL MARKET 
SELECTION AS A BIG-DATA 
ANALYTICS CHALLENGE 

One of the most efficient ways of enhancing 
firms’, and consequently countries’, growth is 
by stimulating exports. Increased exports 
directly and positively impact job creation, 
poverty alleviation and economic development, 
and help to promote sustainable and balanced 
economic growth in a country or region 
(Czinkota and Ronkainen 1998; Steenkamp et 
al. 2012; Los et al. 2015).  

In the Executive Opinion Survey of the 
World Economic Forum’s Global Enabling 
Trade Report (2016), respondents were asked 
to select the five (out of a possible 12) most 
problematic factors affecting their ability to 
export more efficiently and effectively, ranking 
them from 1 (most problematic) to 5 (least 
problematic). The factor that most executives 
said was the most problematic and therefore 
the most important was the identification of 
potential markets and buyers of goods (WEF 
2016).   

In the literature, the problems associated 
with the identification of potential markets 
tend to fall into two categories: the lack of 
information and the lack of an appropriate 
decision-making methodology. While there is a 
plethora of information on international 
markets (see, for example, 
https://globaledge.msu.edu/), exporters ‒ and 
in particular, early-stage exporters ‒ do not 
know how and where to find the necessary 
international market information. This lack of 
knowledge of where to find information on 
possible export markets has often been cited by 
exporters (and scholars) as one of the most 
challenging export barriers to overcome when 
firms wish to enter new international markets 

and/or expand their current export operations 
(Johanson and Vahlne 1977; Reid 1981; 
Wiedersheim-Paul et al. 1987; Katsikeas and 
Morgan 1994; Leonidou 2004). Souchon et al. 
(2015) emphasise the importance of export 
market orientation as the key differentiator 
between successful and less successful 
exporting firms. Research points to the 
importance of international market selection 
being scientifically determined, and not the 
result of hearsay or causal analysis, if firms are 
to generate sustainable returns (Cameron et al. 
2017; Calof and Lane 1988).  

At the exporter level, the challenge is to 
determine which markets offer realistic 
opportunities in terms of products and markets 
(WEF 2016). At the macro level, governments 
and policymakers need to introduce export 
assistance programmes or information services 
that focus on the intelligence needs of exporters 
(Calof 1997). These needs relate to determining 
the best markets for their countries and 
companies and being assisted in accessing 
them, for example, through governments’ 
negotiations of trade agreements and the 
formulation of appropriate policies and related 
measures (Kühn and Viviers 2012; Cuyvers et 
al. 2012b, Lederman et al. 2006, 2016; 
Cameron et al. 2017). 

Given the growing importance and 
expansion of international business over the 
years, it is not surprising that there has been a 
corresponding increase in the amount of 
information available to help in the selection of 
export markets. Websites such as Global Edge 
Insights (globaledge.msu.edu), the Federation 
of International Trade Associations 
(www.fita.org/webindex.html) and Gapminder 
(www.gapminder.org) provide access to many 
sources of information that assist international 
market selection. Gapminder, for example, has 
well over 100 variables that can be used to 
select export markets. The information for 
these variables is drawn from numerous 
statistical agencies, governments and 
consulting firms around the world. The 
challenge, therefore, for exporters and 
policymakers is how to harness and correctly 
interpret the huge volumes of information that 
lack structure and coherence and, moreover, 
are constantly being revised and embellished 
(Cameron et al. 2017). Although all firms 
require information on which to make informed 
business decisions, in the case of exporters the 
importance of acquiring the correct 
information is even greater because of the 
complexities of the international business 
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environment and the export process itself 
(Souchon and Diamantopolous 2000; Kühn and 
Viviers 2012).  

It is not just the amount of international 
market selection information that has exploded 
over the years. The number of analytical 
models and theories for selecting international 
markets has increased as well. The speed at 
which scientific research is accelerating, 
accompanied by the sheer volume of 
information, is making it very difficult for even 
the most knowledgeable expert to keep up with 
developments in their own industries (Hughes 
2017).  

Ozturk et al. (2015) examined the 
international market selection literature 
finding dozens of such models. They compared 
many of the different models and then 
summarised the criteria that were used in 
these studies. They divided the criteria into six 
broad categories: 

 
i. Demographic environment, including for 

example population, age and gender 
segments, income distribution, market 
size, infrastructure, 
geographical/physical distance, market 
similarity and human resources. 

ii. Political environment, including for 
example political climate/stability, 
country risk and corruption. 

iii. Economic environment, including for 
example economic stability, market 
growth/development, economic/market 
intensity, market consumption/middle 
class, economic freedom, long-term 
market potential, trade agreements, 
trade barriers, investment incentives, 
tax advantages and financial risk factors.  

iv. Socio-cultural environment, including for 
example cultural distance, psychic 
distance, language distance, education 
level and literacy rate. 

v. Sector/product-specific indicators, 
including for example competitive 
landscape, customer receptiveness, 
demand potential and personal values of 
consumers. 

vi. Firm-specific indicators, including for 
example strategic orientation of the firm, 
network relationships, firm entry 
barriers, motivations for growth and 
reputation. 

Based on a comprehensive review of many 
international market selection studies, Ozturk 
et al. (2015) proposed a Foreign Market 
Opportunity Assessment (FMOA) model which 
used country responsiveness, growth potential 
and aggregate market measures.  

Czinkota and Ronkainen (2012) proposed a 
multi-level process model for international 
market selection involving: 

 
i. Preliminary screening: This involves 

doing an initial assessment using typical 
criteria such as market size, market 
growth rate, fit between customer 
preferences and the product, and 
competitive intensity. 

ii. Identification/in-depth screening: This 
involves doing an assessment of industry 
attractiveness and doing forecasts of 
costs and revenues related to short-listed 
countries. 

iii. Final selection: This involves arriving at 
the choice of market that best matches 
the company’s objectives and leverages 
available resources in the most effective 
way. 

There are many more models available for 
choosing international markets. The Green 
and Allaway shift-share model, Papadopulous 
et al.’s trade-off model, the International Trade 
Centre’s (ITC) multi-criteria method, the 
gravity model, the product space network 
methodology, Canada’s Trade Opportunity 
Matrix and the TRADE-DSM are but a few 
(Steenkamp et al. 2012).  

Cameron et al. (2017: 140) made reference 
to this growing number of models and 
frameworks as follows:  

 
“In determining such opportunities, 
consideration needs to be given to aspects 
demonstrated by e.g. gravity modelling (the 
so-called work horse of international trade), 
such as geographic distance, cost of logistics, 
market demand characteristics such as size, 
trends and growth; tariff and non-tariff 
barriers; competition; comparative 
advantage; revealed trade advantage; and 
local production capabilities; to name but a 
few. All of these aspects carry with them the 
real world implication of masses of 
information and data that need to be 
considered by policy and business decision-
makers, placing this challenge firmly into 
the realm of so-called big data.”   
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Kabir and Carayannis (2013) also noted this 
by writing that many firms understand that 
there is more knowledge to be gained and more 
insights to be extracted from available big data. 

Therefore, exporters and governments need 
practical ways of overcoming this big-data 
challenge ‒ particularly the analytical 
challenge of identifying the most promising 
export opportunities (markets and products) 
from the substantial mass of information that 
is available. Cameron et al. (2017: 140) put this 
squarely in the big-data analytics arena, 
stating:  

 
“What countries therefore need is a 
practical way of tackling the ‘big data’ 
challenge in international market selection, 
i.e. efficiently identifying the most 
promising export opportunities at a given 
point in time from the confusing mass of 
information that is constantly spilling into 
the public domain in the form of data sets, 

research findings, industry and government 
analyses, and general commentaries.”   
 

3. METHODOLOGY  
3.1 Selection of the TRADE-DSM 

system 
There are a few big-data analytics packages 
designed to help with international market 
selection decisions. For this, the TRADE-DSM 
was selected as it was specifically designed for 
international market selection purposes and 
has been widely used (Cuyvers et al. 2012b). 
For example, since 1995, the TRADE-DSM has 
been applied in various countries, including 
Belgium, Thailand, Rwanda, the Czech 
Republic, Greece, Thailand and the USA (at 
state level – Louisiana), in addition to South 
Africa (Cameron and Viviers 2017; Oluwade 
2018; Jansen van Rensburg et al. 2019). It has 
also received favourable reviews from the 
International Trade Centre (ITC 2017) as well 
as the WTO (see Steenkamp et al. 2016).  

The TRADE-DSM methodology was initially 
developed to find the product‒market 
combinations with the best prospects of export 
success for a single country, and was primarily 
aimed at export promotion organisations (see 
Cuyvers et al. 1995). Since 1995, the TRADE-
DSM methodology has been further developed 
to provide a view of all the potential product‒
market combinations that national and 
provincial governments, industry associations, 
sector groups and exporters are interested in 
analysing for the purpose of strategic decision-
making.  

The TRADE-DSM system evaluates global 
trade data from many sources using built-in 
analytical programmes that assess trade flows 
between countries. The system allows users to 
focus on trade flows of specific products, which 
are identifiable by detailed, 6-digit 
international tariff codes. Furthermore, the 
system provides for the application of various 
filters to identify those opportunities with the 
highest product export potential. These filters 
include macroeconomic environment, 
operational environment and political risk, size 
and growth of markets, competition in the 
market, accessibility of a market, maturity of a 
market, and the ability or capacity of the home 
market to supply the export goods (see Figure 
1) (Cuyvers et al. 2012a; Trade Advisory 2020).  

The international trade data supporting the 
TRADE-DSM comes from several different 
sources, such as UN Comtrade, CEPII BACI 
databases, the Credendo Credit Insurance 

Figure 1 Illustrative overview of the TRADE-DSM 
methodology. From Cameron and Viviers (2015), adapted 
from Jeannet and Hennessey (1988: 139). 
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Group, the International Monetary Fund 
(IMF), the International Trade Centre (ITC), 
the World Bank, the United Nations, shipping 
companies, GoogleMaps, searates.com and 
worldfreightrates.com, as well as various 
country reports and studies. There are 
approximately 6.3 billion data points in the 
TRADE-DSM system (Cameron et al. 2017). 
 

“The TRADE-DSM methodology has the 
ability to reduce vast quantities of data to 
manageable proportions. It is particularly 
valuable to those in government and the 
business sector who are tasked with 
formulating export growth and 
diversification strategies but who find the 
traditional tasks associated with ‘big data’ – 
i.e. high-volume and sophisticated data 
collection, processing and analysis – to be 
unfeasible from a technical or skill 
perspective.” (Cameron et al. 2017: 140). 

3.2 Study methodology 
The research was designed to be carried out in 
three phases: Phase 1 would cover the 
exploration of the concept, Phase 2 would cover 
the preliminary interviews and Phase 3 would 
cover in-depth case studies.  This paper reports 
on the results of Phase 1 and Phase 2 as well 
as providing one short case study. 

3.2.1 Phase 1: Exploration of the 
concept: October 2019 

In Phase 1, interviews were conducted with 
individuals familiar with the TRADE-DSM to 

identify if there was any evidence that the big-
data analytics system was used to assist 
decision-making and to determine if a 
preliminary model could be developed. Based 
on these interviews, an interview guide, survey 
and preliminary model were developed. The 
interview guide and survey were based on 
similar types discussed in the competitive 
intelligence literature (Calof et al. 2017; 
Fehringer et al. 2006). 

3.2.2 Phase 2: Preliminary 
interviews with users: 
January 2020 

In Phase 2, interviews were held with selected 
users of the TRADE-DSM and decision-makers 
who had used the report from the TRADE-DSM 
(the systems output). To ensure that those 
interviewed represented active TRADE-DSM 
users, the researchers identified (using a 
variety of sources) the most active TRADE-
DSM users. Those identified who were 
available when the research was conducted 
(January 2020) were interviewed. The 
individuals selected and interviewed came 
from: 

i. Firms: Packaging, steel, funeral 
supplies, beverages, industrial adhesive, 
infection and hygiene control products; 

ii. An industry association: South African 
Pork Producers Organisation (SAPPO); 

iii. Provincial trade promotion organisations 
who had used the TRADE-DSM to help 

Figure 2 The emerging big-data analytics model for international market selection. 
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their respective provinces’ exporters: 
Trade & Investment KwaZulu-Natal 
(TIKZN), Cape Town & Western Cape 
Tourism, Trade & Investment 
(WESGRO); 

iv. A national government department: 
Department of Agriculture, Forestry and 
Fisheries (DAFF). 

3.2.3 Phase 3: In-depth case 
studies: 2021 

In Phase 3, in-depth case studies will be 
developed from interviews with some of the 
users of the TRADE-DSM. The objective of 
these interviews will be to validate the model 
developed in Phase 2 and to obtain more details 
on the use of the big-data analytics system and 
how the results are integrated into decision-
making.  
 
4. RESULTS 
All of the Phase 1 and most of the Phase 2 
interviews yielded direct evidence of the 
TRADE-DSM having had an impact on 
international market selection decisions. In 
this section, we propose a model based on the 
interviews. The results section ends with a 
short case study from one of the TRADE-DSM 
projects that incorporates both the results from 
the interview and survey given to the decision-
maker. In the first part of the results section, 
we describe the emerging model of 
international market selection emanating from 
the Phase 1 and Phase 2 interviews (Figure 2 
presents the model). We provide some 
observations on the multidimensionality of two 
of the model elements (decision-maker and 
TRADE-DSM user), followed by a write-up 
from one of the interviews to demonstrate the 
proposed model.   
4.1 From decision-making need to 

TRADE-DSM report 
The decision-making model starts with a 
decision-maker who is looking to choose one or 
more international market(s). Thereafter, it 
can move through multiple pathways en route 
to the development of the TRADE-DSM report 
(big-data analytics output). We observed five 
pathways in our Phase 1 and Phase 2 
interviews: 
 

i. The decision-maker engages in a pre-
processing activity such as preliminary 
market research and then through 

interaction with a TRADE-DSM user 
receives a TRADE-DSM report.  

ii. The decision-maker goes directly to a 
TRADE-DSM user and requests a report 
without having done any pre-processing. 

iii. The decision-maker, having received the 
TRADE-DSM report, asks for another 
report using different variables.  

iv. The TRADE-DSM user proactively 
develops a TRADE-DSM report for the 
decision-maker without being asked. 

v. The TRADE-DSM user or decision-
maker shows the TRADE-DSM report to 
one of their stakeholders who in turn 
requests their own report from the 
TRADE-DSM user.  

Regarding pre-processing activities, those 
interviewed frequently mentioned that their 
organisation had already commenced the 
international market selection process. They 
had gathered information and in some cases 
had already conducted supporting analysis 
prior to the production of the TRADE-DSM 
report. For example, one user talked about 
having a heat map done on opportunities in 
Africa for their sector by using credit card data.  
4.2 From TRADE-DSM report to 

decision 
From the production of the TRADE-DSM 
report (big-data analytics output) to an 
international market selection decision by the 
decision-maker, we observed two pathways: 
 

i. The TRADE-DSM report moving directly 
towards the decision. 

ii. The TRADE-DSM report being further 
processed by the organisation through a 
combination of additional data 
gathering, discussion and analytical 
processes, after which the decision-
maker makes the decision. 

Regarding post-processing activities, some of 
those interviewed mentioned that they used 
the TRADE-DSM report either as a starting 
point in their international market selection 
process or as a mid-point (having done some 
pre-processing). They then gathered additional 
information using processes such as 
stakeholder consultations, expert panels, 
country visits and attendance at international 
trade shows to validate and provide additional 
depth to the information. Many of those 
interviewed also talked about having further 
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discussions within their organisation. In those 
cases, the TRADE-DSM served as one of the 
inputs in their international market selection 
decision. This concept of broad information 
gathering from multiple sources was also found 
in other recent studies (Søilen 2019; Calof et al. 
2017: Calof et al. 2015).  

No-one who was interviewed said that the 
TRADE-DSM report (big-data analytics 
output) was the sole input in making the 
international market selection decision. 
Because of this, the research team developed a 
questionnaire designed to identify the inputs 
used to make the international market 
selection decision, together with the 
importance of each input.  
4.3 From decision to implementation 

and action 
In the Phase 1 and Phase 2 interviews, many 
commented on the organisational factors 
influencing whether the decisions emanating 
from the TRADE-DSM ‘process’ and report 
were accepted and implemented. Interviewees 
told us how individuals in their organisation 
reacted to the TRADE-DSM report and the 
eventual implementation or rejection of the 
TRADE-DSM recommendation. In one 
interview, we were told that senior 
management welcomed the report as they 
“want to make fact-based decisions”.  We were 
also told about organisational support in that 
senior management was already highly 
supportive of the TRADE-DSM. This kind of 
orientation towards fact-based decisions and 
big-data analytics has been reported in past 
studies (Kabir and Carayannis 2013; Gnizy 
2018).   

In another interview, we were told that 
while management was open to the TRADE-
DSM findings, the organisation lacked the 
resources to implement the report’s 
recommendations. Persaud and Schillo (2017), 
in a report that synthesised past research on 
big data and analytics, wrote extensively about 
organisational or management impediments 
and the requirements for integrating the 
results of big-data analytics.  
4.4 Recap of TRADE-DSM 

participants 
From the model and discussion above, several 
TRADE-DSM participant categories were 
identified: 
Decision-maker: An individual who works for 
an organisation that has an international 
market decision-making need and requests 

and/or receives a TRADE-DSM report (big-data 
analytics output) as part of their decision-
making process.  
TRADE-DSM user: A person trained in the 
use of the TRADE-DSM system. In our study, 
users were individuals who produced the 
reports based on an understanding of the 
international market selection decision that 
the organisation needed to make.  The 
researchers noted three types of TRADE-DSM 
user: 

1. The in-house TRADE-DSM user. For 
example, TIKZN-trained TRADE-DSM 
users produced reports to help TIKZN 
select priority markets. 

2. The outsourced TRADE-DSM user 
(consultant model). An example was a 
steel company (the specific case will be 
described in section 5) that requested 
and received a TRADE-DSM report 
from a consultant from Trade Advisory 
(a consultancy specialising in the 
application of the TRADE-DSM).  

3. The in-house TRADE-DSM user 
combined with an outsourced user 
(mixed approach). This approach was 
sometimes used where an organisation 
had in-house user capability but also 
outsourced to a TRADE-DSM 
consultant. We saw this, for example, in 
DAFF (a national government 
department). 

Stakeholders: In the DAFF and industry 
association interviews, we learned that as part 
of their decision-making process, the 
individuals in question engaged in a variety of 
discussions with industry stakeholders and 
used the TRADE-DSM report as part of these 
discussions. The industry stakeholders whom 
we interviewed said that the report also 
became part of their decision-making process. 
In some cases, the stakeholder requested a 
separate TRADE-DSM report focused on their 
specific product(s) and HS code(s).  
Senior management: In some of the 
interviews, the decision-maker who had 
requested and/or received the TRADE-DSM 
report said that while they were able to make 
a recommendation, the final decision would be 
made by a more senior individual in their 
organisation. For example, in one of the 
organisations (a packaging company), the 
recommendation had to be discussed with the 
managing director. 
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4.5 Multidimensionality of the 

decision-maker and the TRADE-
DSM user 

The interviewers made several observations 
that demonstrated how multidimensional the 
various elements of the model are. We discuss 
multidimensionality in terms of both decision-
maker and TRADE-DSM attributes below. 

4.5.1 The decision-maker 
In one of the interviews, the decision-maker 
told us that the report was neither valuable to 
them nor used in their decision-making 
process. The reason the decision-maker gave 
was that the report did not include the key 
information that they needed to make an 
international market selection decision. We 
asked the decision-maker what information 
they needed. Upon being told what their 
requirements were, we told them that the 
TRADE-DSM could indeed provide such 
information. The decision-maker’s response 
was: “I am going to ask the [TRADE-DSM] user 
to produce a report for me with that 
information.”  This was in contrast to another 
decision-maker who had requested several 
TRADE-DSM reports in the past and not only 
specified to the TRADE-DSM user what 
analysis was required but also told us that he 
knew the model’s strengths and weaknesses. 
We refer to this here because it illustrates the 
extent to which the decision-maker understood 
how the TRADE-DSM could help satisfy their 
decision-making needs. These examples 
highlight different levels of TRADE-DSM 
literacy.  

The first decision-maker described above 
had a low level of TRADE-DSM literacy and 
neither understood how to instruct the 
TRADE-DSM user to produce the report they 
needed nor understood what was contained in 
the report. The second decision-maker had a 
high level of TRADE-DSM literacy and knew 
how to use the big-data analytics system. 
Similar phenomena are evident in the 
intelligence and foresight field where you hear 
reference being made to foresight literacy and 
intelligence literacy (see Calof et al. 2012; 
Bisson and Tang Tong 2018).  

In one of the interviews, the decision-maker 
talked about all the steps he had taken in 
making the international market selection 
decision. This individual described how the 
TRADE-DSM report had helped to narrow 
down the international markets and, by 
conducting interviews with people in the 
market and attending a trade show, they were 

then able to arrive at a final decision. The 
decision-maker named all the different 
variables that had gone into the decision. This 
was in contrast to two other decision-makers 
whom we interviewed ‒ one did not even open 
the TRADE-DSM report and had yet to make a 
final decision and the other referred to the 
report as overwhelming: “I did not know what 
I was looking at.”  

What differentiated the former and the 
latter decision-makers? It was their grasp of 
the international market selection process and 
their experience in selecting optimal markets. 
We refer to this as decision-maker 
international market selection experience and 
knowledge. The international business 
literature also notes that the extent of 
international experience will impact decision-
making processes (for more on this, see the 
research conducted on theories surrounding 
different stages of internationalisation).  

4.5.2 The TRADE-DSM user 
We interviewed several of the TRADE-DSM 
users and reviewed many of their TRADE-
DSM reports. We noted that some of the users’ 
reports were longer and more comprehensive 
than others, with additional information 
having been integrated into the results. 
Interestingly, some of the users said that they 
were using the reports in a number of different 
ways, over and above helping decision-makers 
choose international markets. For example, 
one user told us that the TRADE-DSM had 
been used to prepare the decision-maker for an 
upcoming trade show. We refer to this as 
TRADE-DSM user expertise, which we 
speculate may also have a link to an 
individual’s knowledge and past experience of 
big-data analytics systems.  

We also noted the extent to which the user 
knew and understood the decision-maker. This 
became evident in one of the interviews where 
the decision-maker in question commented 
that the TRADE-DSM report prepared by a 
user was not useful. When we asked why, the 
response was that although the report offered 
valuable insight into the best markets for the 
company around the world, the company’s 
rights to market and sell the product were 
limited to Africa. Therefore, only African 
countries should have been assessed and 
ranked in the TRADE-DSM report. We call this 
user knowledge of the decision-maker and their 
organisation. A second dimension of the user‒
decision-maker interface became evident in 
another interview where the decision-maker 
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commented that while the TRADE-DSM report 
was lengthy (which would normally make them 
decide to ignore it), they nevertheless read the 
whole document as they trusted the TRADE-
DSM user to give them something useful. We 
term this the decision-maker‒user 
relationship. 

 
5. APPLYING THE TRADE-DSM: A 

CASE STUDY  
The following case illustrates the use of the 
TRADE-DSM model by a steel producer to 
select international markets. In describing the 
case, we refer to the proposed model. 

The TRADE-DSM decision-maker was the 
export manager at a steel-producing company 
in Africa, which already exported to various 
African markets but wanted to extend its 
footprint on the continent. The export manager 
had been tasked with deciding which 
additional African markets to select for his 
company. When attending a social 
engagement, he met up with a friend 
(relationship) who was very knowledgeable 
about and experienced in the use of the 
TRADE-DSM. His friend told him about the 
TRADE-DSM system and how it could be used 
to help him with his decision.  

The export manager wanted to know more 
and requested a demonstration of the TRADE-
DSM system. The friend scheduled a meeting 
with the export manager and his managing 
director to discuss the TRADE-DSM 
methodology. After providing an overview of 
the company and its plans to diversify and 
expand its export reach into more African 
countries, the export manager and managing 
director requested a TRADE-DSM report, 
which would identify export opportunities for 
three of the company’s products. The decision-
maker (the export manager) was very 
experienced when it came to international 
market selection, was highly technical and, at 
that point, very knowledgeable about the 
TRADE-DSM. The managing director was at 
the time very committed to big-data analytics 
and in fact wanted to make decisions based on 
big data. 

In terms of the model developed (see Figure 
2), the user had already done some pre-
TRADE-DSM research aimed at selecting new 
markets in Africa. This pre-processing phase 
had resulted in fourteen countries being chosen 
for export expansion consideration. TRADE-
DSM identified seven of these countries, and 
the company decided to do further processing 
on five of these. This was achieved through 

visits to each of these countries, where several 
interviews were conducted with customers, 
suppliers and other entities. Three countries 
were selected and the company successfully 
entered each one. Further information-
gathering took place, including talking to 
existing customers, company employees, 
industry experts and expert panels, and 
industry consultations. In the survey, the 
decision-maker rated the TRADE-DSM as 
being very important to making the decision 
and stated that “The TRADE-DSM did indicate 
one or two interesting countries in the results 
as a) being lower than what we would have 
expected for some countries and b) being 
surprisingly higher than what we expected in 
some other countries.” 

To summarise, the company was an 
experienced exporter to a number of African 
countries and the decision-maker had therefore 
selected and entered international markets 
before (experienced). The user had extensive 
knowledge of the TRADE-DSM and a strong 
relationship with the decision-maker, and pre-
processing had been done. The TRADE-DSM 
report was further processed on the basis of 
inputs obtained from in-market visits and 
interviews and the decision-maker then 
forwarded the recommendations to his 
managing director (organisation). The 
managing director was also committed to the 
TRADE-DSM and the use of big data (attitude) 
and the company had the resources to 
implement the international market selection 
decision.  

 
6. CONCLUSIONS AND AREAS FOR 

FUTURE RESEARCH 
The objective of this paper was to see if big-data 
analytics impacted international business 
decisions. Several of the decision-makers 
interviewed during Phase 1 and Phase 2 of the 
study stated that the TRADE-DSM was used to 
help select international markets, thereby 
showing a link between big data and analytics 
and international market selection. 

Based on the interviews, a preliminary 
model was developed (see Figure 2), showing 
multiple pathways in which big data was used 
in the international market decision-making 
process. The model will be examined further 
and if necessary refined during Phase 3 of the 
study. 

In our interviews, we noted that the 
TRADE-DSM report was not the only input for 
the international market selection decision but 
one of several factors (albeit in the case study a 
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very important one). The interviews identified 
both pre-processing and post-processing 
phases involving the TRADE-DSM report, 
which led to a final decision being made. 
Organisational factors, such as management 
attitudes towards big data, impacted the extent 
to which the TRADE-DSM report was accepted 
and used. During the interviews, we also noted 
several qualities and attributes of the decision-
maker and the TRADE-DSM user that 
appeared to influence the extent to which big-
data analytics were used in the international 
market selection decision-making process.  

The observations emanating from the 
interviews do validate a linkage between big-
data analytics and international decisions, and 
serve to offer some depth to various aspects of 
the emerging model. The case study that was 
discussed provided confirmation of the 
emerging model. However, given the small 
number of interviews conducted to date, future 
research should collect more data to validate 
and deepen these preliminary observations. 
Surveying more users of the TRADE-DSM 
system will provide statistical validation of the 
relationship and possibly also the attributes 
and mind-sets of both the TRADE-DSM user 
and TRADE-DSM decision-maker that we have 
noted in this study. 

In addition, more in-depth case studies 
should be developed. The case study reported 
on in this paper was based on two 30-minute 
interviews and a few follow-up emails with the 
decision-maker. Since the objective is to 
ultimately fully understand the impact of big-
data analytics on the international decision-
making process, future research should provide 
for all TRADE-DSM participants to be 
interviewed, as identified in Section 4.4, i.e. the 
decision-maker, the TRADE-DSM user, senior 
management and, where relevant, other 
stakeholders. This will provide additional 
insights and validations. 

Finally, from the observations arrived at 
following the limited number of interviews 
conducted, we suggest that a more rigorous 
study be carried out, both to validate the 
preliminary model findings and to develop a 
deeper understanding of each element: 

 
a. TRADE-DSM user study: We have 
speculated, based on the interviews, that 
the quality of the analytics (TRADE-DSM 
report) was related to the user’s TRADE-
DSM experience and knowledge, their 
experience of big-data analytics in general, 
their relationship with the decision-maker, 

and their knowledge of the decision-maker 
and their organisation. A future study 
should investigate these aspects and assess 
their impact on the quality of the analytics 
produced. A positive relationship would help 
in the development of appropriate training 
programmes for TRADE-DSM users. 
 
b. TRADE-DSM decision-maker study:  
We have speculated, based on the 
interviews, that the quality of the analytics 
(TRADE-DSM report) and its usefulness in 
the decision-making process are related to 
decision-maker TRADE-DSM literacy and 
the decision-maker’s knowledge and 
experience of international market selection 
decision-making. A future study should look 
at these aspects and assess their impact.  

 
c. TRADE-DSM processing focused 
study: We observed both pre-processing 
and post-processing activities. These should 
be explored in more detail. Specifically, 
what analytical techniques are used? What 
additional information is gathered? What 
role does each piece play in the process? We 
have reported on this in the case study, but 
more research is needed to create a better 
understanding of how big-data analytics 
results are processed and their relative 
importance for the overall decision-making 
process. If performance measures are used 
in the study (effectiveness or quality of the 
final recommendation), then process 
variables can be linked to performance. This 
type of research could provide insight into 
how big-data analytics can be effectively 
combined with pre- and post-processing. 
 
d. Study on the organisational factors 
impacting TRADE-DSM report 
implementation: We heard that 
organisational factors such as management 
attitudes towards big data and analytics 
impacted the organisation’s willingness to 
accept and integrate the TRADE-DSM 
report. We also heard that organisational 
factors such as resources impacted the 
ability to implement TRADE-DSM-based 
recommendations. A future study should 
look at how organisational factors impact 
the big-data analytics process (the emerging 
model).  
 
e. Study on different kinds of decision-
makers’ use of the TRADE-DSM: A 
future study should explore the use of the 
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TRADE-DSM from the perspectives of 
government, sector associations, trade 
promotion organisations and companies. We 
noted during the interviews that each group 
had a different perspective and a different 
set of decisions influencing the application 
of the same big-data analytics system.  
 
f. Study on the different kinds of 
decisions supported by the TRADE-
DSM: The objective of the study was to look 
at how big-data analytics (TRADE-DSM) 
impacted international market selection 
decisions. The TRADE-DSM was 
specifically designed for this purpose. 
However, we noted in the interviews that 
the TRADE-DSM was also used to inform 
other decisions. For example, we saw it used 
to help companies prepare for trade shows, 
to help companies determine what products 
to export (and how to classify them) and to 
support HS-code reclassification requests. 
Thus, other international decisions arising 
from the TRADE-DSM should be examined 
in another study. These would be secondary 
benefits stemming from the big-data 
analytics system. 
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ABSTRACT Companies’ environments change constantly and very quickly, so each company 
must be aligned with its environment and understand what is happening to maintain and 
improve its performance. To constantly adapt to its environment, the company must integrate 
a learning process in relation to what is happening and become a "learning company." This 
posture will ensure organizational effectiveness in relation to changes in the environment and 
allow companies to achieve goals under the best conditions. Our project aims at delivering a 
competitive and collective intelligence service allowing to support decision making processes 
through the diagnostic of alignment between internal knowledge of the organization and 
available external information. 

KEYWORDS Contingency theory, environmental scanning, knowledge-based view, learning 
organization, machine learning 

 
 
1. INTRODUCTION 

Each company’s environment changes 
constantly and very quickly, so the company 
must be aligned with its environment and 
understand what is happening to maintain and 
improve its performance. To constantly adapt 
to its environment, the company must 
integrate a learning process in relation to what 
is happening and become a "learning 
company". This posture will ensure 
organizational effectiveness in relation to 
changes in the environment and allow them to 
achieve goals under the best conditions. 

Contingency theories suggest that there is 
no single best way to behave, coordinate or 
lead, and that in different situations, a style of 
management and leadership may not be 
effective (Fiedler 1964). Therefore, the optimal 
organization or management style is 
dependent on different external and internal 

variables: the is no universal way to lead. 
Moreover, those theories argue that effective 
organizations must be aligned within their 
subsystems and environment.   

According to this approach, the effectiveness 
of decision-making depends on aspects of the 
situation, such as the amount of relevant 
information held by the leader and his or her 
subordinates, and the acceptance of the 
decision by the subordinates (Vroom and 
Yetton 1973).  

Organizational learning theory (Cangelosi 
and Dill 1965) supports that to be competitive 
in a changing environment, the company must 
adapt its actions to achieve its goals and 
optimize the degree of alignment between 
expected and achieved results. For learning to 
occur, the company must (1) make a conscious 
decision to change in response to the 
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circumstances, (2) consciously link the action to 
the result and (3) remember the result. 

Initial learning takes place at the individual 
level. However, it becomes organizational 
learning once the information is shared, 
formalized, and stored in the organization to be 
transmitted and used for decision-making. 
These personal, organizational and 
environmental approaches to learning inspired 
us to name our project : “Atman” which refers, 
in the Hindu philosophy, to the concept of “vital 
breath” coming from inside (self) or outside the 
body (cosmic) to a transpersonal relationship 
(organizational). 

The first part of the learning process 
involves the acquisition of data in the form of a 
"memory" of valid action-result links, the 
environmental conditions under which they are 
valid, the probabilities of the results and the 
uncertainty surrounding this probability. 
Links are constantly updated, either by 
additions or rejections based on new evidence. 
There are many ways to acquire these links, 
including experience, experiments, 
benchmarking, and transplantation, but they 
must consist of a conscious effort to discover, 
confirm or use a cause and effect, or simply be 
blind actions based on chance. Successful 
companies then analyze their environment for 
signs of change, real or anticipated, to 
determine whether change is necessary: this 
implies that they (a) have learned which 
indicators are important to analyze and (b) 
have learned what degree of change in the 
environmental indicator requires a change in 
actions. 

The second part of the process is 
interpretation. Organizations continuously 
compare actual results with expected results to 
update or add to their "memory". Unexpected 
outcomes should be assessed to determine the 
causal link, appropriate actions or new action-
result links specified if necessary, and 
enhanced learning.  

The third step is adaptation or action. It is 
at this point that the company takes the 
interpreted knowledge and uses it to select new 
action-result links appropriate to the new 
environmental conditions. The main point here 
is that it is a continuous process of adaptation 
to environmental conditions. Once the 
adaptation is completed, the company's 
knowledge base is updated to include the new 
action-result link, probabilities, uncertainty, 
and applicable conditions. The process is 
ongoing. This feedback is an ongoing and 
iterative process. 

2. STATE OF THE ART 
Competitive and business intelligence solution 
providers are now able to offer services based 
on the use of artificial intelligence interfaced 
with the user in the form of a chatbot that 
processes the company's marketing, sales, 
customer relations, operations and Internet of 
things data, for example those found at 
crystal.ai.  

In addition, many conceptual proposals for 
environmental monitoring are proposed in the 
literature (Camponovo G., Pigneur, Y. 2004a, 
2004b; Camponovo G. 2009; Grèzes et al. 2012; 
de Almeida, F. C., Lesca, H. 2019). The link 
between environmental monitoring and 
corporate learning is also considered by Choo 
(2001).  

However, these approaches do not take into 
consideration the computational diagnosis of 
the alignment of the company’s internal (tacit 
and explicit) and external data, nor the added 
value of an additional organizational 
recommendation service. 

Nevertheless, several data mining 
techniques can be considered to deal with the 
computer diagnosis of the alignment of internal 
and external company data (see Figure 1). 
Natural language processing (NLP) is a field of 
computer science concerned with the 
interactions between computers and human 
(natural) languages. With the diffusion of 
techniques of data mining (the set of processes 
developed to acquire huge amounts of 
information) we made developments in the 
field of text-mining based on the same 
principle, but the data is extracted from texts. 

With the diffusion of commercial websites 
that have a huge amount of feedback via user 
comment and social platforms such as Twitter 
and Facebook, researchers have the possibility 
to access a new field of data: 
opinion/sentimental driven data. This research 
area is called sentiment analysis (SA) or 
opinion mining (OM). Before reviewing the two 
principals’ families of methodologies to make a 

Figure 1 Data mining technics involved in text analysis. 
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sentiment analysis, it can be useful to give 
definitions of sentiment analysis (SA) or 
opinion mining (OM), to clarify. 

Vindoline, G., & Chandrasekaran, R. M. 
(2012) define it as “the computational study of 
people’s opinions, attitudes and emotions 
toward an entity”, while Nasukawa, T., & Yi, J 
(2003) explain that “the essential issue in 
sentiment analysis is to identify how 
sentiments are expressed in texts and whether 
the expressions indicate positive (favorable) or 
negative (unfavorable) opinions toward the 
subject”.  

 Figure 1 shows there are two main 
methodologies: the “lexicon-based approach” 
and “machine learning” that are involved in 
computing natural language data to extract 
meaning.  

The lexicon-based approach is the 
conversion of a character string (a text) into a 
list of tokens. To make this operation we had 
two different approach: dictionary based, or 
corpus based. The dictionary is the simplest to 
use, is based on an established map of 
sentiment where words are pre-categorized.  
Corpus based is where you have access other 
the pre-categorized sentiment labels, also to a 
context.  

The core of machine learning is creating an 
algorithm based on data for solving a specific 
task. For the analysis of sentiment, we can use 
different algorithms, some examples are 
discussed here.     

The decision tree algorithm is compared to 
a tree structure. Each internal node represents 
a test on an attribute (value above or below a 
certain number) and each branch represents 
the result of the test. Bilal (2016) and Wan & 
Gao (2015) have used this method. 

The support vector machine is a binary 
linear classificatory, which is capable of 
classifying a value between two classes by a 
predetermined training set. Here, a text 
document is not suitable for learning because 
the input is a vector space and the output is 0 
or 1. For this reason, he needs to be formatted 
properly, as in Patil (2014). 

Neural networks are based on a universal 
approximation theorem that allows us to find 
patterns between the input and output. This 
“learning” process is generally based on an 
“example,” more formally called prior 
information. Boiy (2009) and Neethu (2013) 
use this technique.  

 
3. RESEARCH QUESTION  
In order to facilitate and accelerate the 
acquisition and processing of relevant 
information related to the alignment between 
the organization, its subsystems and its 
environment, our research question is: How 
can one promote organizational learning by 
prescribing useful information based on the 
continuous evaluation of its current 
knowledge? 

 
4. OBJECTIVES  
Our solution aims at comparing internal 
company data (business intelligence) with 
external company data (environmental 
scanning) to provide a diagnosis of the 
company's alignment with its environment 
(technical innovation). This diagnosis will 
allow the realization of organizational and 
strategic recommendations for the company 
(service innovation). The consideration of the 
recommendations and the implementation of 
actions by the company will make it possible to 
modify the company's internal data. This 
learning will allow the company to realign 
itself with its environment. 

 
5. METHODOLOGY  
To develop this system, we first tested the 
interest of the alignment diagnostic of two 
groups of actors using the lexicon approach. 
The tests were focused on the alignment 
between the knowledge of the group of actors 
and the firm’s formal knowledge. The test’s 
methods were interviews of actors and 
quantitative analysis of qualitative data with 

Figure 2 Example of translation and comparison of phrases. 



 29 
R. This approach allowed us to realize a lean 
prototype of the expected process. 

To illustrate our approach of NLP with R 
Studio, we illustrate a simple example by using 
two public sources available on gutenberg.org. 
Let us assume that the internal knowledge of 
the organization is contained in the strategy 
book “The Art of War” by Sun Tzu. The external 
knowledge is described by the first chapter of 
“On War” by Clausewitz.  

We assess these two pieces of information in 
three steps. The first step is internal and 
external data collection. We convert the two 
texts into a data frame (in Figure 2 we show 
how we translate one of the first phrases in 
each book).  

The second step is data interpretation. The 
document frequency matrix allows one to 
create polarized word clouds that show the 
words in common and the words specific to each 
text. In our example, both sources describe how 
to deal with the enemy, but the first chapter of 
Clausewitz seems to focus on war whereas the 
book by Sun Tzu appears to describe how take 
advantage of different types of ground. 

The third step is identifying learning and 
prescription to action. The frequency 
correlation matrix looks at correlations 
between words to identify clusters. In our 
example, the book by Sun Tzu (Figure 4, top 
left) seems to focus on how to beat an enemy. 
However, the first chapter by Clausewitz 
extends this notion (Figure 4, top right) and 
describes how to conduct war. From this, we 
can suggest to integrate the external source 
with the internal sources (Figure 4, bottom). 

 
6. TECHNOLOGY DESCRIPTION  
Our technology development aims at delivering 
three improved services. These are internal 
and external data collection, data 
interpretation and learning and prescription to 
action. 
6.1 Data collection 
Internal data collection is a management 
information system that centralizes and 
unifies the collective intelligence through 
knowledge management. Our proposal aims at 
facilitating and accelerating acquisition and 
processing of pertinent information useful to 
the organization’s alignment with its 
subsystems and environment through external 
data collection.  

6.2 Interpretation 
The accompaniment and analysis of results 
aims to lead the organization to understand 
and interpret the indicators to consider the 
actions to be taken in order to adapt and align 
itself as closely as possible with its 
environment. Human intervention is necessary 
here to identify the important indicators to be 
analyzed, and to teach the software the 
relevant variables and thresholds involving 
change or learning on the part of the 
organization (machine learning process).  
6.3 Action and Learning 
The company’s internal documents 
automatically update, which allows validation 
of the alignment process (Figure 4). 

 
7. DEVELOPMENT AND FIRST 

RESULTS  
Initial tests were carried out in two situations. 
The first was a diagnosis of the alignment 
between the knowledge of a group leading a 
tourist destination (Association Council of 
Municipalities) and the content of all the 
steering studies carried out for their 
destination (internal tacit and explicit 
knowledge). The test or our method made it 

Figure 3 Example of word cloud of data. 
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possible to highlight the shortcomings and bias 
of the studies, the distortion between 
knowledge and content, and to promote the 
adaptation of the organization to fill the 
identified gaps. 

The second situation was a diagnosis of the 
alignment between the learning achieved after 
professional training by a group of 
collaborators and the formal program. This test 
revealed the contrast between what 
participants retained and what the 
presentation documents contained. This has 
made it possible to improve the organization of 
the transmission of the message and to identify 
the points to be reinforced. 

 
8. BUSINESS BENEFITS AND 

DISCUSSION 
The preliminary study produced a proof of 
concept that extends the company’s current 
services and creates a clear competitive 

advantage in the strategic intelligence market, 
based on a unique positioning in terms of 
intelligence supported by artificial intelligence 
technologies. The commercial potential and the 
extension potential of the solution are linked to 
the adaptation of the algorithm to different 
languages. This makes it possible to consider 
the extension of geographical markets. The 
expected revenue model is based on licensing 
the use of the diagnostic application, 
customization of the modules, referral services 
for decision making and training services for 
the companies in the use of the application.  

 
9. DISCUSSION AND CONCLUSION 
Our initial results show an interest in 
continuing the research and integrating the 
formalization of the knowledge of all employees 
into the organization’s knowledge base to align 
the data as closely as possible with the 
available external information. 

Figure 4 Example of correlation. 
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Our research limits at this point are based 

on the capacity to develop and test the external 
data analysis module (technical innovation on 
Fast Data Retrieval, Machine Learning, NLP) 
and the recommendation process development 
(service innovation). In addition, the learning 
effects of the recommendations will have to be 
measured. 

Further research will focus on the 
processing of alignments of several sources of 
internal data with the external data, such as 
the measurement of the effects of the 
recommendation on the decision-making 
process of the organization.  

Moreover, an extension of the technique 
could be particularly useful in terms of 
competitive intelligence, particularly in the 
context of the use of the business model canvas 
as a benchmarking tool (Grèzes et al. 2012) and 
could be scalable to several type of organization 
according to the scanning of internal 
knowledge as a basis for the external 
monitoring process. 
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ABSTRACT Innovation research suggests customer, competitor and market knowledge are 
important requirements for innovation. Researchers in competitive intelligence (CI) have 
proposed that there should be a relationship between CI and innovation. Yet despite both fields 
recognising the need for CI and related areas for innovation in their theories, there have not 
been many empirical studies that look at CI and innovation and those few studies that do exist 
have limited focus and have only looked at a small subset of CI variables (for example collection 
sources). The aim of this study is to examine if there is a relationship between CI and 
innovation. This was done by surveying Strategic and Competitive Intelligence Professional 
(SCIP) members and those attending SCIP events, and asking them about their intelligence 
practices and how innovative their company was. Ninety-five questions were asked about CI 
structure and organization, intelligence focus, information sources used, analytical techniques 
used, communication methods, and the management of the intelligence efforts. Of the 95 
competitive intelligence measures used in this study, 56 (59%) were significantly correlated with 
the study’s measure of innovation. The measures within the CI organizational elements and CI 
management categories had the highest percentage of measures significantly correlated with 
innovation (90% and 89%). Four of the CI measures had statistically significant correlations 
above .300. These included the extent to which business decisions in the organization were 
better facilitated/supported as a result of intelligence efforts (.355), the number of performance 
measures used in assessing CI’s performance (.322) and decision depth (.313), which is a 
measure of the number of decisions that utilized CI. As a study of this nature measuring the 
relationship between CI and innovation has not been conducted previously, the findings can be 
beneficial to organisations using innovation to succeed in the competitive environment. 

KEYWORDS Competitive intelligence, competitive intelligence practices, environmental 
change, innovation

 

 
1. INTRODUCTION 

Innovation according to researchers within 
both the competitive intelligence and 
innovation fields requires an understanding of 
the competitive environment (Christensen et 
al. 2015, Paap and Katz 2004, Dogan 2017). 
This competitive environment is one that has 

been “rapidly changing where new competitors 
are entering the marketplace, and where 
current competitors are offering new products” 
(Nasri 2012, 25). For organisations to survive 
in this environment, they need to be effective 
and proactive in identifying and responding to 
the opportunities, challenges, risks and 
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limitations posed by the external environments 
that they operate in. Thus, innovation requires 
anticipatory capabilities through approaches 
such as competitive intelligence.   

While there is a plethora of research on 
innovation, very little of it looks at the link 
between competitive intelligence (CI) and 
innovation. Further, as will be shown in this 
paper, the few studies that do look at CI focus 
only on selected aspects of CI and their link 
with CI (for example information collected), or 
on one dimension of intelligence practices (such 
as competitive technical intelligence). There 
has not been a study of the influence of each 
construct of the CI cycle with that of 
innovation. This includes the extent of formal 
intelligence structures, planning of CI projects, 
collection of information used for intelligence, 
analytical techniques used, communication of 
CI information, evaluation or management of 
CI. This paper takes a comprehensive view of 
CI including ninety-five CI variables and 
examines the relationship between these 
variables and innovation from CI practitioners.   
 
2. LITERATURE REVIEW  
2.1 Competitive intelligence 
The CI Professional Association (SCIP) defines 
CI as “a necessary, ethical business discipline 
and/ or skillset for decision making based on 
understanding the competitive environment in 
order to drive to competitive advantage in a 
marketplace. Any organization that has 
employees gathering information or developing 
insights on the external environment 
(competitors, external environment, 
customers, suppliers, technology, etc.) in order 
to make decisions is practicing some form of CI. 
CI validates decision making by introducing a 
disciplined system not only to gather 
information, but also to do analysis and 
disseminate findings about the external 
environment tailored with the intent to drive 
competitive advantage for their organization" 
(www.scip.org). As this definition is one that is 
provided by the SCIP and it encompasses the 
integrated nature of CI, it aligns well with the 
current study and will therefore be adopted as 
the definition of CI. 

This definition is consistent with the 
research by Du Toit (2015, 15) who provided a 
definition based on meta-analysis of 338 
articles about CI between 1994 and 2014. The 
article defined CI as “a process or practice that 
produces and disseminates actionable 
intelligence by planning, ethically and legally 

collecting, processing and analyzing 
information from and about the internal and 
external or competitive environment in order 
to help decision-makers in decision- making 
and to provide a competitive advantage to the 
enterprise”.  

When assessing CI practice, researchers 
start with this and similar definitions and then 
survey practitioners regarding the extent to 
which they are conducting activities in a 
manner consistent with this definition. This 
includes asking questions about how the 
organization plans their intelligence activities, 
collects information (how they do it, what 
information), how it is analysed, 
communicated and how the intelligence 
process is managed (see Fehringer et al 2006, 
Calof et al. 2018).  M-Brain’s market 
intelligence framework and benchmarking tool 
assesses CI activities by looking at the scope of 
CI activities, stakeholder management, 
process, digitalization, deliverables, tools, 
organization, management & leadership and 
culture (M-Brain 2020). The CI field in 
examining intelligence practice looks at how 
intelligence projects are run (the intelligence 
process) and how the intelligence process is 
managed.  This is a broad holistic view of 
intelligence and the one adopted in this study. 
2.2 Innovation and competitive 

intelligence 
Innovation is a very popular research topic, 
and much has been written about it.  A search 
on ABI-INFORM ProQuest on 24 April 2020 on 
peer reviewed publications with “innovation” 
as a subject found 45,561 articles. Within this 
large stream of peer-reviewed articles on 
innovation, those that focus on CI or market 
insight and innovation are relatively small. A 
search for the terms “Innovation and 
competitive intelligence” in the subject field 
yielded only 29 articles. Expanding the search 
to include areas related to intelligence such as 
market insight and also environmental 
scanning did not increase results by much.  
While there are many articles where the terms 
competitive intelligence and innovation 
appear, these are not the focus of the paper 
(which is why subject matter was used). We 
changed the search to be “competitive 
intelligence” and innovation with the 
limitation being that it had to appear 
anywhere besides the full text as this would 
provide a second level of importance. This 
increased the total number of documents found 
to 76 articles, again not a lot. Thus, it appears 
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that despite the growing popularity of 
innovation research, little of it has focused 
directly on CI and innovation. An additional 
search was conducted on Google Scholar using 
the terms “competitive intelligence and 
innovation” specifically looking for research 
conducted in the last two decades (2010-2020) 
and this revealed 103 articles. While there 
were some overlaps in the articles already 
found on ABI-INFORM ProQuest, some more 
recent publications were identified from the 
103 articles and used for the literature review. 

The articles that were found in this 
literature search fell into two broad categories: 
1) research done by CI researchers who used 
constructs and theories from CI to examine the 
extent to which CI could help innovation and 2) 
research done by innovation researchers that 
focused more on innovation theory and 
constructs but would then look at how CI and 
CI related topics could improve innovation. 
Table 1 provides a sample of the literature 
reviewed and information about these studies 
including the aspect of CI studied and how 
innovation was defined. Brief details of the 
methods used for the studies are also reflected 
in the table including whether the study was 
empirical or theoretical. All 20 studies found in 
both the subject matter searches were found to 
be suitable for this study and are summarized. 

A few observations emerge from Table 1 
that necessitate this kind of study: 

 
1) Half the studies are theoretical and not 

empirical, thus there have not been 
many empirical studies done. 

2) Those studies that were empirical 
focused the CI portion of their study on 
only a subset of the organizations’ CI 
activities. This will be described in 
more detail below. 

3) There is no consistency in how 
innovation measurement or 
performance is being conceptualized. 
For example, Cerny (2016) looks at 
innovation management and Dogan 
(2017) looks at strategic innovation. 
Perhaps the most frequently occurring 
innovation construct in Table 1 is 
around market leading innovation as 
embodied in Duan et al. (2020) with 
new product development, Lee and Lee 
(2017) with business opportunity, 
Tahmasebifard (2018) with market 
performance, and Tainev and Bailetti 
(2008) with innovation performance.  

Several researchers have proposed that 
there should be a relationship between CI and 
innovation but for the most part these have 
been theoretical studies (e.g. Vargas et al. 
2017, Mihaela, Sabin and Raluca 2017, 
Veugelers, Bury and Viaene, 2010). Those 
studies that have been empirical in nature 
have tended to limit their focus on the impact 
of CI on innovation using only a small subset of 
CI practice variables. For example, Tanev and 
Bailetti (2008) only looked at the kinds of 
information gathered and their relationship to 
innovation. Poblano-Ojinaga et al. (2019, 62) 
looked at the basic collecting and analysing 
information, predicting market movements 
and technology changes into consideration 
when determining the relationship between CI 
and innovation capabilities. In total this study 
had only a handful of questions about CI. 
Furthermore, the authors acknowledged that 
their findings reflected a lack of sufficient 
statistical evidence to prove their hypotheses 
that CI influences innovation capability and CI 
influences intellectual capital. Hence the 
current study is essential and timely to 
respond to the findings of Poblano-Ojinaga et 
al. (2019, 65). 

In summary, there are not a lot of papers 
focusing on CI and innovation. Half of those 
that we found are theoretical and the empirical 
studies only looked at a limited number of CI 
variables.   

 
3. METHODOLOGY  
The objective of this study is to examine if there 
is a relationship between CI and innovation. 
This was done by asking CI practitioners how 
effectively they felt their organization coped 
with changes in the business environment with 
innovation related selection options and 
correlating this response with CI.  
3.1 The competitive intelligence 

measurement 
A survey was developed by the study authors. 
The survey was revised based on the one used 
in 2006 by Fehringer, Hohhof and Johnson 
(2006) and modified to reflect research on CI 
practice conducted since that time and 
reported either in the academic literature or 
the professional literature and discussions 
with CI practitioners and academics. The 
revised questionnaire was then sent to five 
leading CI academics and practitioners for 
comment and validation. The revised survey 
was pre-tested on SCIP members and revised 
again based on their feedback.  



 

 

Table 1 Literature on CI and innovation concepts and measures. Method: E = empirical, T = theoretical. 

Author/date CI constructs 
Innovation 
constructs Method Measures Used 

Cerny (2016) Competitive Technical 
Intelligence 

Innovation 
Management  

E 
 

Collection, analysis 

Dogan (2017) Strategic intelligence Basic elements of 
strategic innovation 

T  Culture, structure, systems and 
processes 

Duan, Cao, & 
Edwards, (2020) 

Business Analytics, 
environmental scanning, 
data-driven culture 

New product 
development and 
meaningfulness 

E 
 

Business analytics directly 
improves environmental scanning 
which in turn helps to enhance a 
company's innovation 

Eidizadeh, 
Salehzadeh, & Ali, 
(2017) 

Business Intelligence Organisational 
innovation 

E 
 

Collecting, processing, knowledge 
sharing (dissemination) 
 

Lee & Lee (2017) Competitor intelligence Business 
opportunity 

T  Data collection, analysis 

Mihaela, Sabin & 
Raluca (2017) 

Competitive intelligence Innovation strategy T Collect, compile, analysis, 
communicate  

Nemutanzhela & 
Iyamu (2011) 

Competitive Intelligence Information systems 
(IS) innovation 

E 
 

Collection, dissemination of 
information - awareness 

Norling et al. (2000) Competitive Technical 
Intelligence (Planning, 
collecting, analysing and 
dissemination) 

Innovation Process T Intelligence resources used to seek 
out technology opportunities. 

Paap and Katz 
(2004:13) 

Anticipating change and 
drivers of technology 

Disruptive 
Innovation 

T Managing disruptive technologies 
by detecting new technology and 
customer needs 

Paap (2007) Competitive technical 
intelligence 

Innovation 
New product 
positioning  

T Planning; collection, assessment 
(evaluation) 

Poblano-Ojinaga, 
López, Gómez, & 
Torres-Arguelles 
(2019) 

Competitive Intelligence Innovation 
capabilities, IP, 
Early Warning 

E 
 

Collection, analysis of information  

Spinolaa, Bezerrab, &   
Gregolina, (2008) 

Competitive intelligence Technological 
innovation 

E 
 

Identification of needs, 
planning, collection, analysis, 
dissemination and evaluation. 

Tahmasebifard, (2018) Competitive Intelligence, 
Market intelligence, 
Competitor intelligence, 
Technological intelligence 

Market performance E 
 

General CI activities  

Tarek et al. 
(2016) 

Competitive Intelligence, 
Business Intelligence 

Mediation and 
moderation effects of 
innovation 

E 
 

Collection, analysis and 
processing, sharing and 
dissemination, and memorizing of 
strategic information 

Tanev & Bailetti 
(2008) 

Competitive intelligence Innovation 
performance 

E 
 

Information collection 
 

Vargas, Perez & 
Franco (2017) 

CI Practice Disruptive 
innovation 

T CI can be an important aid to 
managers of established 
organizations on predicting and 
acting in the face of Disruptive 
Innovations. 

Veugelers, Bury and 
Viaene (2010) 

Technology intelligence 
 

Disruptive 
innovation 

T Planning, Collection, analysis, 
reporting 

Watts et al. (1998) Competitive technical 
intelligence 

Technological 
innovation 

T R & D Profile, Supporting 
Technologies, Gap analysis 

Zhang et al. (2015) Competitive technical 
intelligence 

Technology road 
mapping 

T R&D, existing and potential 
collaborations in technology 
development, technological 
trajectories 

Zhang et al. (2016) Technical intelligence Technological 
forecasting 

E 
 

Data collection, analysis 

 
 

Based on the Fehringer et al. (2006) survey, 
literature review, discussions, expert review 
and pre-test, the final survey had 95 questions 
that looked at various aspects of CI practice 
that are reported in this paper. Ten questions 

were asked about CI organization (such as 
structure, formal processes, employee 
involvement in CI). Six questions were asked 
about the amount of time spent in each phase 
of the intelligence process. Twenty-five 
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questions were asked about intelligence 
planning and focus activities. Seventeen 
questions were asked about the sources of 
information used for CI. Thirteen questions 
were asked on analytical techniques used. Ten 
questions were asked about the methods used 
to communicate intelligence and fourteen 
questions about how CI was evaluated.  
Further details on the design and delivery of 
the survey is elaborated on in Calof, Arcos and 
Sewdass (2018, 663).   
3.2 Measuring innovation 
We adopt a measure of innovation that is based 
on how the organization copes with changes in 
the environment. The question posed was “In 
your opinion, how well does your organization 
cope with changes in the business 
environment?” Respondents could select from 
four options which ranged from “we are the 
leaders in innovation – we drive the change” to 
“we do not cope well – below average” 

In using this approach, we follow the 
conceptualization of innovation as espoused by 
leading innovation writers who advocate that 
innovation is about responding to factors 
within the business environment. For example, 
one of the best-selling innovation books is 
“Innovation: The Five Disciplines for Creating 
What Customers Want” (Carlson and Wilmot 
2006). Clayton Christensen developed a theory 
of disruptive innovation which he introduced in 
1995, which has as its key tenants challenging 
existing competitors by improving products 
and services in a way that exceed the needs of 
some segments of the market (customers) with 
competitors either underestimating the threat 
of the new technology or being slow to respond 
(Christensen, Raynor and McDonald 2015).  
Thus, much of the innovation literature does 
suggest that innovation is about leading the 
market (being disruptive). By asking the 
respondent how they respond to changes in the 
environment and if in fact they lead/drive the 
change would therefore be a conceptualization 
of Christensen’s disruption innovation and 
Carlson and Wilmot’s Five Disciplines.  

We recognize that while this measure of 
innovation is consistent with the theory in the 
innovation, the field does have far more 
measures such as patents filed and sales from 
new products and in most of the innovation 
studies multiple measures are used, but for 
this study how well respondents cope with 
changes in their business environment with 
one of the options being that they lead the 
change (innovation) can be viewed as a suitable 

measure of innovation. However future studies 
should use more complex measures that are 
more consistent with the innovation field.  

The final survey which contained the 95 CI 
dimension questions and the one innovation 
question was then sent to SCIP members and 
also distributed at SCIP events (chapter 
meetings and conference). With the help of 
SCIP, 420 surveys were returned of which 248 
had details of all elements of their CI activities 
while the remainder had only partial details 
(defined as between 25% and 75% of the 
questionnaire filled in). 

 
4. STUDY RESULTS 
How innovative were the respondents? Four 
hundred and twenty replied to the study’s 
innovation measure. Ten percent replied that 
they drove change within their industry and 
that they were leaders in innovation; 31% were 
above average in dealing with industry change; 
46% were average and coped with 
environmental changes, while 13% responded 
that their companies were below average. The 
range in responses to the innovation question, 
coupled with the large number of responses, 
provides a rich base of information to examine 
the elements of intelligence associated with the 
study’s operationalization of CI.   

For this study, we correlated 95 measures of 
CI with the innovation measure. Of these, 56 
(59%) were significantly correlated with the 
study’s measure of innovation (Table 2). The 
measures within the CI organizational 
elements and CI management categories had 
the highest percentage of measures 
significantly correlated with innovation (90% 
and 89%). Four of the CI measures had 
statistically significant correlations above .300. 
These were the extent to which business 
decisions in the organization were better 
facilitated/supported as a result of intelligence 
efforts (.355), the number of performance 
measures used in assessing CI’s performance 
(.322) and decision depth (.313), which is a 
measure of the number of decisions that 
utilized CI. Not having any CI performance 
measures had a -.301 correlation with 
innovation. Thus, at the onset it appears that 
those CI functions that were more integrated 
into the organization’s decision making with 
clear performance measures were associated 
with organizations that were more innovative. 
The remainder of this section provides details 
on the study results for the 95 measures. 
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Table 2 Summary of study results. M/Q = Number of 
measures per questions asked; Stat Sig = Number 
statistically significant; % Sig = Percent significant. 

Correlations between: M/Q 
Stat. 
Sig. 

% 
Sig. 

CI organizational elements 
and innovation 10 9 90% 
Time spent in each phase of 
the intelligence process and 
innovation 6 3 50% 
CI planning and focus and 
innovation 25 19 76% 
Sources of information used 
for CI and innovation 17 3 18% 
Analytical techniques used 
for CI and innovation 13 6 46% 
Methods used for 
communications of CI and 
innovation 10 4 40% 
How CI is evaluated and 
managed and innovation 14 12 86% 
Total 95 56 59% 

 

Table 3 (a)The relationship between having a CI unit and 
innovation. Below Avg. = Innovation: below average (of a 
total 25); Avg = Innovation: average (of a total 118); Above 
Avg. = Innovation: Above average/leads (of a total 105); (b) 
A.Sig= Asymptotic Significance (2-sided); a. 1 cells (16.7%) 
have expected count less than 5. The minimum expected 
count is 2.92. (c) ASE = Asymptotic Standard Error (Not 
assuming the null hypothesis); T App = Approximate T 
(Using the asymptotic standard error assuming the null 
hypothesis); Sig App = Approximate Significance (Based on 
normal approximation). 

(a) Below 
Avg. Avg. 

Above 
Avg. 

We have a CI 
unit (219) 19 101 99 
We don’t have a 
CI unit (29) 6 17 6 

 
(b) Value df A.Sig 
Pearson Chi-Square 8.143a 2 .017 
Likelihood Ratio 8.095 2 .017 
Linear-by-Linear 
Association 8.101 1 .004 
N of Valid Cases 248   
 

(c) 
Value ASE 

T 
App. 

Sig 
App 

Interval by 
Interval 
Pearson's R 

.181 .063 2.888 .004 

Ordinal by 
Ordinal 
Spearman 
Correlation 

.179 .060 2.847 .005 

N of Valid 
Cases 

248    

4.1 CI organizational variables and 
innovation 

The survey explored many dimensions of CI 
organization and structure. As mentioned in 
the overview, those organizations that 
responded that they had a CI function that 
informed decisions were more innovate. There 
were however nine additional measures of CI 
organization used.    

The study asked questions about several 
elements of the CI organization starting with if 
they have an intelligence unit. Table 3 presents 
the correlational information, and associated 
tables. With a significant positive correlation of 
.181, it was evident that having a CI unit was 
positively associated with innovation. In 
looking further at the crosstabs, which were 
also statistically significant, innovation 
appears to be associated with having an 
intelligence unit. Of the firms that said they 
either were above average or lead the industry, 
94% had an intelligence unit. 

Questions were also asked about the 
structure of the CI function and its role within 
the organization. The correlation between the 
10 CI organization questions and innovation 
are provided in Table 4. 

 
Table 4 Association between intelligence organizational 
variables and innovation. *Correlation is significant at the 
0.05 level (2-tailed). **Correlation is significant at the 0.01 
level (2-tailed). 

CI Organizational 
variables 

Correlation with 
innovation 

Business decisions are 
facilitated/supported as a 
result of CI .355** 
Full time CI resources .136* 
Formal CI strategy .145* 
Formal CI procedures .153* 
CI ethical guidelines .111 
Manager with CI 
responsibilities .185** 
Employees know about CI .222** 
Employees participate in CI .271** 
Years that the CI function 
been in existence .170** 
Do you have a CI function .181** 

 
Respondents were asked about whether 

their organization had a formal CI strategy, 
specific CI ethical guidelines and a manager 
with CI responsibilities. These are measures of 
CI formality and in all cases were positively 
associated with innovation. Part of CI 
formality is the extent to which it informs 
management decision (integration into the 
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senior management of the organization) and 
the extent to which employees are aware of the 
function and participate in its activities. All 
correlations between these measures and 
innovation were positive and statistically 
significant, with its role in informing decisions 
at .355 and employees participating in it at 
.271 having the highest correlations to 
innovation in this category. Integrating all 
employees in an organization’s intelligence 
effort has long been acknowledged as 
something that enhances CI performance 
(Calof, Santilli and Richards 2018). It is also 
associated with innovation in the open 
innovation literature (Veugelers, Bury and 
Viaene 2010).  
4.2 4CI process dimensions and 

innovation 
As mentioned in the literature review section, 
intelligence is developed, not collected. Thus, 
the CI literature focused on intelligence as an 
outcome of what is termed the wheel of 
intelligence, which involves planning, 
collection, analysis, communication and 
various management activities. In the study, 
respondents were asked what percent of 
intelligence time was taken in each of these 
activities (the total had to add up to 100%). 
Table 5 provides the correlation of the time 
spent in each phase of the intelligence process 
with innovation. Three out of the six 
correlations were significant. Management of 
CI measures (managing the project and 
evaluating the intelligence project) were 
significantly and positively correlated with 
innovation while collection was negatively 
correlated with innovation. This latter result 
would appear to indicate that spending more 
time collecting information as part of the CI 
project leads to lower innovation. CI theorists 
have consistently stated that intelligence 
involves a lot more than just collection and that 
in fact past studies have put collection time 
around 25% of total intelligence activity (see 
Calof et al 2018).   
4.3 CI planning/focus and innovation 
Three sets of questions looked at the focus of 
the organization’s intelligence efforts. This is a 
key dimension of planning: business decisions 
supported by CI, temporal orientation of the 
intelligence projects (how forward-looking they 
were) and CI deliverables. In addition, there 
was a question about formal planning for trade 
show intelligence. Table 6 provides the 
correlations between these three sets of 

planning questions and the study’s innovation 
measure.  

4.3.1 Business decisions supported 
by CI 

Respondents were given eight decisions and 
asked to assess the extent to which CI 
supported these decisions. All eight were 
significantly correlated with innovation. 
Decision depth (a composite measure of the 
eight decision areas supported by CI) had the 
one of the highest significant correlations in 
the entire study (.313) with 
research/technology development being the 
most strongly correlated decision with 
innovation, followed by customer profiles 
(.256). 
 
Table 5 Process dimension- The wheel of intelligence. 
*Correlation is significant at the 0.05 level (2-tailed). 
**Correlation is significant at the 0.01 level (2-tailed). 

CI process dimension 
Correlation with 
innovation 

% CI time spent Planning 
your intelligence project 0.122 
% CI time spent Collecting 
the information -.134* 
% CI time spent in Analysis 
(piecing together collected 
data and analyzing) -0.031 
% CI time spent 
communicating the 
intelligence (formatting 
intelligence deliverables, 
reports, writing the reports) -0.064 
% CI time spent Managing 
the project including meeting 
with clients .149* 
% CI time spent Evaluating 
the intelligence project .146* 

4.3.2 Temporal orientation of CI 
projects 

Respondents were asked to break down the 
percentage of intelligence projects undertaken 
by how forward-looking they were. Four 
categories were provided: less than one year, 
one to five years, five to ten years and over ten 
years. The total percentage for the four 
categories had to add up to 100%. Of the four, 
two had significant correlations with 
innovation: temporal orientations of over ten 
years with a .199 correlation and under one 
year with a negative correlation of -.149. This 
suggests that shorter temporal orientations are 
negatively associated with innovation and 
longer-term orientations associated with 
higher levels of innovation. 
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Table 6 Planning and focus dimensions and innovation. 
*Correlation is significant at the 0.05 level (2-tailed). 
**Correlation is significant at the 0.01 level (2-tailed). 

CI planning and focus questions 

Correlation 
with 
innovation 

Decision depth .313** 
CI supports Research or technology 
development .268** 
CI supports Market entry decisions .247** 
CI supports Reputation management/ 
Communication/ Public relations .243** 
CI supports Regulatory or legal .209** 
CI supports mergers & acquisitions, Due 
Diligence or Joint- Venture assessment .177** 
CI supports Sales or business 
development .158* 
CI supports Corporate or Business 
strategy decisions .148* 
CI supports Product development .137* 
CI temporal focus percent More than 10 
years .199** 
CI temporal focus percent Less than 1 
year -.149* 
CI temporal focus percent 6 - 10 years 0.119 
CI temporal focus percent 1 - 5 years 0.074 
Competitive intelligence product depth .284** 
Customer profiles .256** 
Supplier profiles .250** 
Technology assessments .231** 
Early warning alert .215** 
Executive profiles .199** 
Political analysis .155* 
Competitive benchmarking 0.106 
Economic analysis 0.098 
Market/Industry report/analysis 0.039 
Company profiles 0.031 
Trade show intelligence plan done .215** 

 
4.3.3 Competitive intelligence 

products or deliverables 
Respondents were given a list of ten different 
CI products/deliverables and asked to assess 
the frequency each was done using a four-point 
Likert scale (from never to frequently). Six of 
these were significantly correlated with 
innovation. Customer profiles, supplier 
profiles, technology profiles and early warning 
alerts were the most strongly correlated with 
innovation, with correlations above .20.  

These results collectively appear to indicate 
that innovation is more correlated with an 
intelligence focus that covers more areas of 
their external environment, is focused longer 
term and in which technology, customers and 
suppliers are focused on. 

Finally, in terms of formal planning within 
CI activities, there was a significant and 
positive correlation between doing a trade 
show intelligence plan and innovation (.215). 
What is interesting about this result is the 

information collection question (discussed in 
the next section) which did not yield a 
statistically significant correlation with 
innovation, although having a trade show 
intelligence plan did. This suggests that 
planning for collection activities may be more 
linked to innovation than the collection 
activities themselves. This is consistent with 
the view in intelligence that focus and planning 
are important. 
4.4 CI collection and innovation 
In the survey, participants were given a list of 
seventeen sources of information and asked to 
evaluate the importance of each to their 
organizations CI efforts.  Of all areas in the 
study, collection sources yielded the fewest 
statistically significant correlations with 
innovation (Table 7). Of the 17 sources, only 
three were statistically significant. Only use of 
social media in general and Twitter, blogs and 
wikis had positive correlations with 
innovation.  In general, the kinds of 
information used beyond social media did not 
appear to have an association with innovation.  
 
Table 7 Information sources used innovation. *Correlation is 
significant at the 0.05 level (2-tailed). **Correlation is 
significant at the 0.01 level (2-tailed). 

Information sources use 
Correlation with 
innovation 

Publications (print/online) -0.073 
Internet websites (free) 0.006 
Commercial databases (fee) -0.005 
Social media .198** 
Internal databases 0.072 
Company employees 0.089 
Customers 0.088 
Suppliers 0.088 
Industry experts 0.102 
Government employees 0.059 
Association employees 0.089 
LinkedIn used for CI 0.068 
Facebook used for CI 0.108 
Twitter used for CI .165** 
Blogs / Wiki used for CI .228** 
Wiki 0.137 
Trade show/conference 
importance for CI 0.090 

 
4.5 CI analysis and innovation 
Those surveyed were asked if they used 
analytical techniques in their CI activities. In 
total, 84% responded that they did. There was 
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no significant correlation between using 
analytical approaches and innovation. The 
correlation was extremely low and not 
statistically significant (.088, Table 8). 
However, taken individually, several of the 
analytical techniques were correlated with 
innovation: business analytics, benchmarking, 
technology forecasting, scenario analysis, 
financial analysis and customer segmentation 
analysis were all positively correlated with 
innovation. This would suggest that it is not 
doing the analysis that is associated with being 
innovative but the kind of analysis you are 
doing. For example, several of these techniques 
are associated with technology-oriented 
analysis (benchmarking, technology 
forecasting, and scenario analysis). Technology 
oriented intelligence topics as mentioned 
earlier had higher correlations with innovation 
and those intelligence topics that are more 
forward-looking temporally (which are 
associated with technology) are also more 
positively associated with performance.  From 
the planning and analysis sections it appears 
that focusing on technology and customers and 
being more forward-looking is more associated 
with innovation. 
 
Table 8 Analysis and innovation. *Correlation is significant 
at the 0.05 level (2-tailed). **Correlation is significant at the 
0.01 level (2-tailed). 

Analysis question 

Correlation 
with 
innovation 

Does your organization use 
Analytical Methods or Models to 
generate CI? 0.088 
Business analytics for competitive 
intelligence .288** 
Benchmarking (Best practices) .160* 

Technology Forecasting .156* 

Scenario Analysis .148* 

Financial Analysis and Valuation .132* 

Customer Segmentation Analysis .128* 
SWOT Analysis 0.097 
Indications and Warning Analysis 0.087 
Competitor Analysis 0.077 
Industry Analysis 0.043 
Patent Analysis -0.031 
Competitive Positioning Analysis -0.098 

 

4.6 CI communications and 
innovation 

The survey asked about the use of nine 
different communication methods for 
intelligence findings (there was also an 
“others” category) and a composite score called 
communications depth. Only four of these had 
a statistically significant correlation with 
innovation with the highest being warning 
alerts at .205 (Table 9). This is consistent with 
the literature where Duan, Cao and Edwards 
(2020) also found early warning alerts useful 
for identifying new product development and 
their meaningfulness, and Lee and Lee (2017) 
who used patent and trademark data as early 
warning about competitors’ technology 
development. Other studies also alluded to the 
use of early warning alerts to assist them in 
managing disruptive innovation (Veugelers, 
Bury and Viaene, 2010; Paap and Katz 2004). 
 
Table 9 Communications and innovation. *Correlation is 
significant at the 0.05 level (2-tailed). **Correlation is 
significant at the 0.01 level (2-tailed). 

Communications question 
Correlation with 
innovation 

Communications depth .184** 
Warning Alerts .205** 
Presentations / Staff 
Briefings .164** 
Teleconference .155* 
Central Database 0.117 
Printed Alerts or Reports 0.072 
Company Intranet 0.045 
Personal Delivery 0.044 
Newsletters 0.025 
E-mails -0.024 

 
4.7 CI management/evaluation and 

performance 
Respondents were given 13 CI 
evaluation/performance measures and asked 
which ones were used by their organization. A 
composite total number of performance 
measures was calculated by adding up all 
measures used for a fourteenth measure. Of 
the fourteen measures, twelve had statistically 
significant correlations with innovation (Table 
10). Use of multiple measures had the 
strongest correlation with innovation, while 
not having any performance measures had a 
strong negative association with innovation 
(0.308). This was one the four largest 
correlation in the study and would suggest that 
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it is important to have some effectiveness 
measures of CI activities for innovation. 
Consistent with the results reported in this 
paper, those measures associated with the 
longer term, customers and technology were 
the ones most associated with innovations such 
as new products or services, strategies 
enhanced and customer satisfaction.  
 
Table 10 CI management/evaluation and innovation. 
*Correlation is significant at the 0.05 level (2-tailed). 
**Correlation is significant at the 0.01 level (2-tailed). 

CI performance measure 
used 

Correlation with 
innovation 

Total number of performance 
measures .322** 
We have no effectiveness or 
value measures -.308** 

New Products or services .244** 
Strategies enhanced .222** 

Customer satisfaction .213** 

Profit increases .213** 

CI productivity output .202** 

New or increased revenue .175** 

Decisions made supported .160* 
Cost savings or avoidance .153* 

Return on CI investment .151* 

Financial goals met .140* 
Time savings 0.095 

 
 
5. CONCLUSIONS AND AREAS FOR 

FUTURE RESEARCH 
This study found a significant relationship 
between 59% of the study’s CI variables and 
innovation with the strongest correlations 
being in CI organization variables, CI 
management variables, CI focus and planning 
variables and innovation. Using a more 
comprehensive measurement of CI (95 
variables) that looks at the many areas of 
intelligence enables the field to better 
understand not just whether CI is related to 
innovation but specifically what aspects of CI 
are related to it. For example, when the 
question is asked “do you do formal analysis?”, 
the relationship between that and CI is not 
significant, but the type of techniques used are 
significantly related to innovation. Breaking 
down planning and focus into different foci, 
different products and different temporal 
orientations similarly provides insights for 
innovation. For example, the study noted that 

temporal orientations of less than one year 
were negatively correlated with innovation 
while orientations on projects of longer than 10 
years were positively correlated with 
innovation. This does not mean that 
organizations should not have short term 
intelligence topics, but it does mean that they 
need to spend time in longer-term intelligence 
projects as well.   

In summary, the approach taken in this 
study has found significant relationships 
between various CI process and structure 
variables and innovation and provided insights 
into what elements of the CI process and 
structure are most related to innovation. 

However, as acknowledged in the 
methodology section, only one measure was 
used for innovation. Given the significant 
relationships found in this study, future 
studies should be encouraged that will use 
more innovation measures. There is a lot of 
innovation measurement literature that 
should be consulted to help with this. One 
example of this would be the OECD’s book 
measuring innovation (OECD 2010). 

Future studies should also look at using 
causal statistical approaches to look not just for 
a relationship between CI and innovation but 
to look at the extent to which CI practices cause 
and explain innovation performance.  
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ABSTRACT Extracting knowledge from big document databases has long been a challenge. 
Most researchers do a literature review and manage their document databases with tools that 
just provide a bibliography and when retrieving information (a list of concepts and ideas), there 
is a severe lack of functionality. Researchers do need to extract specific information from their 
scholarly document databases depending on their predefined breakdown structure. Those 
databases usually contain a few hundred documents, information requirements are distinct in 
each research project, and technique algorithms are not always the answer. As most retrieving 
and information extraction algorithms require manual training, supervision, and tuning, it 
could be shorter and more efficient to do it by hand and dedicate time and effort to perform an 
effective semantic search list definition that is the key to obtain the desired results. A robust 
relative importance index definition is the final step to obtain a ranked importance concept list 
that will be helpful both to measure trends and to find a quick path to the most appropriate 
paper in each case. 

KEYWORDS Business intelligence, concept map, information extraction, knowledge 
management, literature review, natural language process, NLP, semantic search 

 

 
1. INTRODUCTION 
According to the Cambridge dictionary, 
knowledge is “understanding of or information 
about a subject that you get by experience or 
study, either known by one person or by people 
generally”. It could also be defined as “the state 
of knowing about or being familiar with 
something” or “the creation of information from 
structured or unstructured data” (Upadhyay 
and Fujii 2016). In other words, knowledge is 
the result of settling information. “The general 
purpose of knowledge discovery is to extract 
implicit, previously unknown, and potentially 
useful information from data” (Matsuo and 
Ishizuka 2004). 

Information can be contained in a lot of 
documents available in several kinds of 
formats (Mitra and Chaudhuri 2000), as can be 

seen in Figure 1. Nowadays there is no 
distinction between electronic and printed 
formats given that any printed paper can be 
easily converted to an electronic format with 
scanning and OCR technologies that are 
commonplace. 

A large amount of available information on 
the Internet has made it easier to reach a 
constantly increasing number of documents 
but it has caused the problem of finding the 
most relevant ones for the specific purpose that 
the user addresses. Information retrieval (IR) 
has attracted scientists' attention since the 
1960s (Allan et al. 2002). Allan uses Salton’s 
definition in 1983 for IR: “Information retrieval 
is a field concerned with the structure, 
analysis, organization, storage, searching, and 
retrieval of information”. Recent publications 
define IR as “A system to identify a subset of 
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documents in a large text database or a library 
scenario a subset of resources in a library” 
(Grishman 2019). 

An information extraction system identifies 
a subset of information within a document to 
extract relevant information from documents. 
Information extraction (IE) should not be 
confused with the more mature technology of 
information retrieval (IR) (Gaizauskas and 
Wilks 1998). To sum it up, IR retrieves relevant 
documents from collections and IE extracts 
relevant information from documents. The 
relevance of extracted information is always 
related to the interests, goals, and specific 
information requirements of the researcher 
and, then, once it has been internally 
processed, information becomes knowledge. 

Extracting knowledge from big databases 
and document databases has long been a 
challenge because of the large number of 
documents that make it hard to select the most 
relevant data. For that reason, a lot of retrieval 
algorithms have been developed (Ahmad and 
Ansari 2012; Boden et al. 2012; Karol and 
Mangat 2013; Koval and Návrat 2012; Wang et 
al. 2013) applying distinct sophisticated 
techniques: fuzzy, artificial neural network 
(ANN), clustering, machine learning, and 
hybrids. 

There is a specific scenario where the 
challenge is not to find the right documents but 
to extract usable information from them: it is 
the literature review that every researcher 
faces when addresses a new research project 
(Nasar et al. 2018). This is a case of 
unstructured typed text written information 
(see Figure 1). In that situation, IR can be 
easily solved with the available search engines 
on the Internet. However, it is much harder to 
extract and manage information because a very 
high accuracy is needed and information about 

many distinct concepts should be extracted 
from documents depending on the researcher’s 
requirements. In that scenario, knowledge 
management involves not just information 
about keywords, tags, and meta-data, but a 
structured and even quantitative structure of 
all the concepts that can be relevant for the 
researcher's objectives. 

The document database size that 
researchers use in each specific research 
project is very small, typically 30 to a few 
hundred documents, and this situation is far 
from big data scenarios. For that reason, most 
of the time and effort should be dedicated to 
clearly defining specific user information 
requirements before thinking of a better way to 
extract information. 

This article addresses the case of the 
literature review. Researchers do a literature 
review, create a document database, and must 
manage that source of knowledge. There are 
several tools to manage that kind of document 
(e.g., EndNote, Mendeley, Word), but they just 
provide a catalog management functionality, 
When it comes to extracting knowledge, there 
is a severe lack of functionality. This case is a 
“little brother” of the general problem of 
extracting information from PDF files, but the 
approach, methodology, and principles used in 
this case are the same as those used in bigger 
cases. However, the IT tools required are much 
simpler. 

Before searching for concepts in a document 
database (e.g., ideas, topics) it is necessary to 
perform a previous concept analysis to define 
the semantic framework that will be used later 
(López-Robles et al. 2019; Sarwar and Allan 
2019). Sometimes this analysis can be easily 
performed because it merely consists of 
defining words to be found in the text (e.g., to 
achieve a list of possible risks) and other times 

Figure 1 Distinct information formats. 
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it is harder. This article proposes a simple and 
effective way to extracting information from 
research document databases depending on the 
researcher’s predefined breakdown structure, 
obtaining a ranked list of concepts and items to 
define priorities or to make decisions. These 
results are relevant for researchers and are an 
example of what companies could do to 
organize and use their stored information 
simply and effectively. 

 
2. PROBLEM DESCRIPTION 
Researchers use literature review as a relevant 
part of their research studies to know the state 
of the art and to give a sound basis to the 
statements they include in their papers. Each 
new research project leads to a new tailored 
document database creation with a few 
hundred documents that, although possibly 
partially overlapping with previously used 
databases, is a fully new one from which 
researchers will take references to include 
them in their new papers. In fact, they create a 
library that could be seen as their business 
intelligence document warehouse (Tseng and 
Chou 2006), because researchers do not use 
their document database just to cite previous 
works but also to extract knowledge from those 
documents. 

 Scholarly documents address a specific 
subject and give a conclusion. Researches can 
read abstracts and even write a summary for 
each document. But there is much more 
information there, related to the main subject 
and related to marginal topics that might 
concern researchers, for which they might need 
to keep a record by annotating statements, 
methods, algorithms, author’s position about 
specific issues and techniques (Rostami et al. 
2015). To do that, researchers could think of a 
predefined information breakdown structure 
and a list of premises, concepts, ideas, issues, 
and techniques that they would like to confirm 
or refute with the database information. In the 
end, that’s knowledge (Sirsat et al. 2014), and 
that sort of virtual list containing a reduced 
number of entries (typically 20 to 50) is itself a 
handy knowledge reference. 

Researchers need tools to efficiently carry 
out that task, but they usually do it by hand or 
with the help of desktop cataloging tools such 
as EndNote, Mendeley, or Word. A survey 
conducted in Universidad Politécnica de 
Madrid with a selected group of Ph.D. 
candidates and researchers confirmed this 
statement. Sophisticated algorithms are not 
always the right answer to extract information 

and knowledge, and most researchers are not 
opened to them because they do not have 
enough time to try them. Furthermore, most of 
the scholarly algorithms proposed require 
manual training, supervision, and tuning 
(Sirsat et al. 2014; Upadhyay and Fujii 2016) 
and, in the end, it is faster and more efficient 
to do it by hand. 

Researchers need to retrieve information 
from scholarly papers and transform it into 
knowledge. A possible way is to create a list of 
concepts or items that are representative of 
each document concerning what researchers 
are looking for in their research projects. That 
list of concepts can be weighted later on to 
achieve a ranked list of relevant concept 
elements with the overall reviewed literature. 

 
3. OBJECTIVE 
This article addresses the literature review 
and the knowledge extraction that researchers 
carry out using scholarly document databases 
in their research projects and aims to give an 
affordable solution to improve that situation. 
Scientific document databases are much more 
than a collection of papers that need to be 
managed and cataloged: a task that several 
commercial solutions can do. Scientific 
document databases are a relevant source of 
information and researchers need to extract 
knowledge from them and rank results 
according to their relevance. 

 
4. RESEARCH METHOD 
This study analyzes the state of the art in 
intelligence information extraction from 
scientific document databases. To do that, a 
systematic literature review and interviews 
with researchers at Universidad Politécnica de 
Madrid were carried out. That way, 
requirements and available resources were 
identified. This study also takes advantage of 
my personal experience as a researcher and as 
a Chief Information Officer in multinational 
companies. 

Advances in linguistic structure definitions 
were studied in depth to try to find the most 
efficient way to analyze text and to use it for 
specified purposes. Novelty proposed 
algorithms were considered to evaluate their 
adequacy for the objectives proposed.  

A previous author’s experience related to a 
competitive intelligence innovation project 
studied in 2015-2016 to predict risks in projects 
is a significant reference as to what actual 
technical solutions can provide and their 
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possibilities to satisfy the requirements 
proposed in this study. 

 
5. LITERATURE REVIEW 
A systematic literature review was performed 
to know the state of the art related to 
intelligent information extraction following the 
searching method by Bettany-Saltikov 
(Bettany-Saltikov 2012; Kasperiuniene and 
Zydziunaite 2019; Snyder 2019). A systematic 
search, unlike a narrative search that could 
yield a subset of haphazard and biased 
documents, achieves a neutral collection of 
documents to obtain an objective view of the 
state of the art. 

To carry out the information retrieval, the 
initial idea of using the string “intelligent 
information extraction” linked to scholarly and 
scientific documents was completely dismissed 
because it hardly gave any results; a search for 
the concept “intelligent information extraction 
from document databases” was performed in 
several sources (Renault and Agumba 2016; 
Xia et al. 2018), with and without quotation 
marks and sometimes splitting that string into 
smaller fragments to achieve complementary 
results. As some sources retrieved more than 
313,000 documents (e.g., Google Scholar), the 
first 400 hits were selected in each source, 
given that their search engines are supposed to 
show the most relevant results first. That 
outcome was filtered screening titles, 
keywords, and abstracts to rule out documents 
that did not meet the subject proposed and 
those that were unreachable. 

The results obtained prove that distinct 
sources do not always contain distinct 
databases; their search engines are different, 
and, for that reason, their first documents 
retrieved were distinct. It is possible to find in 
Google Scholar almost any document found in 
the other sources. However, by using distinct 
sources it is possible to get more results. The 
number of remaining documents, after filtering 
and deleting duplicated results, was 58. 

Concepts such as natural language 
processing, semantics, and ontologies 
frequently appear in the documents reviewed. 
A linguistic approach to the ontology concept 
could be helpful to clarify its meaning with 
several distinct definitions (Schalley 2019): “An 
explicit specification of a conceptualization”, 
“The study of the categories of things that exist 
or may exist in some domain”, and “Catalog of 
the types of things that are assumed to exist in 
a domain of interest D from the perspective of 

a person who uses a language L for the purpose 
of talking about D”. 

Some documents address only IR (Allan et 
al. 2002; Barde and Bainwad 2018), others only 
address IE (Lee 1998; Saik et al. 2017), and 
most of them address both IE and IR. Although 
IE and IR have been studied from the 1960s, 
there is a lack of scholarly documents 
addressing IE and IR from scientific 
publications: only 7 out of the 58 documents 
retrieved address them (Esposito et al. 2005; 
Marinai 2009; Nasar et al. 2018; Rodríguez et 
al. 2009; Saik et al. 2017; Upadhyay and Fujii 
2016; Wang et al. 2013): 

Esposito addresses a semantic-based tag 
extraction by using their system DOMINUS, 
and they achieve accuracies from 93% up to 
98% (Esposito et al. 2005). However, those tags 
are title, author, abstract, and references, and 
nowadays it is easier to retrieve those tags with 
Google Scholar and tools such as EndNote and 
Mendeley. 

Marinai aims to extract administrative 
meta-data from digital articles (Marinai 2009). 
The paper uses the term “administrative meta-
data” to describe details such as title, authors, 
and publisher (named hereinafter 
“administrative tags” to avoid confusion). Their 
outcome is, thus, a file card, the sort of data 
that tools such as EndNote and Mendeley can 
provide. 

Nasar et al.’s article distinguishes meta-
data extraction and key-insights extraction 
and says that “the amount of time that is 
required to conduct a quality review can take 
up to 1 year” and that a “systematic literature 
review can take up to 186 weeks with 
single/multiple human resources”. In the 
survey, they talk about an average accuracy of 
92% in retrieving meta-data when the 
document includes a Report Document Page 
and 64% when it does not. When it comes to 
key-insight extraction, the precision is 42% and 
the recall is 52% (Nasar et al. 2018). 

Rodríguez et al. wrote in 2009 a promising 
article trying to classify software engineering 
publications with a three-step method using 
natural language processing (NLP), mainly 
focused on (but not limited to) HTML 
documents. No information is provided about 
their results, precision, and recall rates 
(Rodríguez et al. 2009). 

Saik et al.’s article addresses the 
agricultural biotechnology field to 
automatically extract medical and biological 
knowledge from the PubMed texts using 
semantic analysis and the relational database 
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MySQL. They propose the use of an adapted 
version of their ANDSystem solution that 
“involved the creation of a subject domain 
ontology and semantic linguistic rules 
(templates) for analyzing natural language 
texts and extracting knowledge formalized 
according to a given ontology”. It requires 
“dictionaries of the objects” that must be first 
created using templates (Saik et al. 2017). 

Upadhyay and Fujii propose “a practical 
sentence extraction procedure and supporting 
system which we intended to call knowledge 
extraction system” by applying rules to identify 
and extract keywords, discourse keywords, and 
sentences, but human expert support is 
required and no precision nor recall rates are 
provided (Upadhyay and Fujii 2016). 

Wang et al. focus on information retrieval 
(document retrieval) based on word concepts 
and text clustering. They apply the COSINE 
algorithm to classify documents (Wang et al. 
2013). 

Natural language processing (NLP) is a 
constant reference in most publications 
(Hassan and Le 2020). Sometimes their 
proposals ask for structured documents and, 
when not, they need to transform documents 
into structured data (Dezsenyi et al. 2007; Oro 
and Ruffolo 2008). Other times they need to 
convert the original PDF files into HTML and 
text format files to be able to proceed (Hassan 
and Baumgartner 2005a; Rizvi et al. 2018; 
Seng and Lai 2010). The methods and 
algorithms proposed frequently require the 
involvement of experts and manual training 
and tuning of the system (Chen and Lynch 
1992; Koval and Návrat 2012; Lambrix and 
Shahmehri 2000; Sirsat et al. 2014; Upadhyay 
and Fujii 2016). 

The documents analyzed propose algorithm-
based systems and agents with rules to query 
document databases, although it is common to 
find unsolved problems when there are 
heterogeneous data sources (Seng and Lai 
2010). Sometimes the solution proposed is just 
a query with Boolean logic (Lambrix and 
Shahmehri 2000; Lee 1998; Rahman et al. 
2017; Sarwar and Allan 2019) and other times 
they propose sophisticated techniques such as 
an artificial neural network (Al-Hroob et al. 
2018; Matos et al. 2010), machine learning 
(Fan et al. 2015; Hassan and Le 2020; Seedah 
and Leite 2015), and artificial intelligence 
(Ansari et al. 2016; Gupta and Gupta 2012; 
Matsuo and Ishizuka 2004), even though 
artificial intelligence is usually related to NLP 
(Kim and Chi 2019; Lee 1998). 

Some documents address information 
extraction from multimedia contents and files 
(Srihari et al. 2000; Wolf and Jolion 2004). 
Other works are intended for specific purposes 
such as biological knowledge extraction from 
biomedical web documents (Hu et al. 2004), 
medical document summarization (Afantenos 
et al. 2005), and software testing (Lutsky 
2000). Some studies aim for “automatic 
keyword extraction” by considering co-
occurrence and frequency to extract keywords 
(Matsuo and Ishizuka 2004), but do not 
consider the researcher’s interests. 

Clustering and classifying techniques are 
often used, such as nearest neighbor classifier, 
Bayes, and support vector machine (Shrihari 
and Desai 2015; Song et al. 2007). Attempts to 
intelligently split unstructured PDF files into 
segments have been made by using ontologies 
and queries to generate an XML output with 
understandable data, trying to simulate how 
human readers would analyze a page (Hassan 
and Baumgartner 2005b). That “human visual” 
approach has also been addressed by other 
authors trying to make text visual, although 
there is a generalized lack of references and 
there are strong limitations (Nualart-
Vilaplana et al. 2014). 

There are many proposals although 
sometimes they have not been fully tested (Inui 
et al. 2008) and are just experimental proposals 
(Fan et al. 2015; Karthik et al. 2008; Li et al. 
2015; Milward and Thomas 2000; Xie et al. 
2019). The most frequent situation is that the 
systems proposed need human training, 
supervision, and tuning (Fan et al. 2015; Sirsat 
et al. 2014; Upadhyay and Fujii 2016), and 
even with that, the outcome is not always as 
good as desired, with poor precision and recall 
values (Adrian et al. 2015; Al-Hroob et al. 2018; 
Milward and Thomas 2000). 

 
6. PROPOSED APPROACH 
In this section, several relevant components of 
the whole problem are analyzed, creating a 
breakdown structure to address them 
separately. 

The typical path that researchers follow in 
their literature review process has several 
stages (Xia et al. 2018). According to Xia, there 
are three stages: stage 1 includes review 
planning and searching for relevant articles 
using electronic databases; stage 2 involves 
deleting all duplicates according to the title 
and author and excluding irrelevant papers by 
reading their titles, abstracts, and keywords; 
and stage 3 refers to content analysis. We 
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propose a more effective procedure with four 
stages (Figure 2). 
6.1 Stage 1: planning and computer 

search 
In stage 1 an electronic search is performed 
using databases and search engines on the 
Internet. To do that, a previous selection of 
databases is done considering the research 
subject, e.g., Google Scholar, Web of Sciences, 
Scopus, or ResearchGate. Some of those 
databases share documents: that means that 
they could have the same content, although the 
result of the search performed can be quite 
different because of their different search 
engines. It is relevant to notice that Google 
Scholar contains almost every reference 
included in the other databases, and Stage 3 

will take advantage of this fact to 
automatically obtain document tags. 

After having selected the desired databases, 
it is necessary to define the keywords and 
patterns that will be used with the search 
engines selected. As it is very easy to perform 
search operations, it is possible to use several 
keywords and patterns, with and without 
quotation marks and sometimes splitting 
search strings into smaller fragments to 
achieve complementary results.  

With each search operation, the outcome is 
a list of documents that match the query. When 
the number of results is too high it is necessary 
to refine the search by changing the keywords 
and patterns or to select just the desired 
number of results. Those outcomes can be 
easily copied and pasted into a spreadsheet, 
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like Excel, to transform them into easy to use 
reports. Depending on each database, those 
lists could contain a variable number of 
identification fields such as title, authors, date, 
and even abstract and other tags 
(“administrative tags”). All that information 
can be used in stage 2 for filtering purposes. 

The feasibility, agility, and flexibility of 
modern search engines lead to dismissing, in 
general, any other possible sophisticated 
algorithm proposed in the IR literature. 
6.2 Stage 2: filtering and file retrieval  
In stage 2 a filtering operation is performed to 
refine the results obtained in the previous 
stage. Excel filters are used to select or 
unselect document titles to exclude irrelevant 
documents. For instance, a possible exclusion 
rule could be to find in the title the words 
“image”, “video”, and “media”. Additional 
available information, e.g., keywords, abstract, 
or other data, can be used to exclude, for 
instance, documents corresponding to patents: 
in this case, the filtering rule would be to find 
the word “patent” close to the title line. If 
necessary, documents can be downloaded to 
check their content and decide whether they fit 
the subject proposed. 

When the filtering operation is completed, 
duplicate results are detected according to the 
title and authors and then deleted. Finally, the 
documents are downloaded, and all 
unreachable documents are excluded. The 
outcome of this stage is a final list of documents 
and a database with downloaded PDF files. 
6.3 Stage 3: file reading and tagging 
In stage 3, documents retrieved should be 
tagged and reviewed. Meta-data in scientific 
documents is information commonly associated 
with administrative properties, such as author 
names, title, publication date, or journal 
(Esposito et al. 2005; Marinai 2009; Tseng and 
Chou 2006), and many researchers have tried 
to find ways to retrieve them automatically, 
even recently (Nasar et al. 2018). However, 
tagging files is very easy now because it can be 
done using free tools. For this reason, other 
possible equivalently sophisticated algorithms 
proposed in the IR literature were dismissed 
for this purpose. The most direct way to do it is 
to look for the document title on Google Scholar 
and to export the reference obtained to 
Mendeley, EndNote, or another catalog tool 
(not all of them are free). Both Mendeley and 
EndNote are desktop tools to catalog references 
and to allow researchers to include citation and 

a reference list properly formatted in their 
papers. With those tools it is also possible to 
edit tags and update them automatically. Tags 
considered in this step are only administrative 
properties, not other content-related tags 
(López-Robles et al. 2019; Xie et al. 2019).  

All documents are read at this stage and 
researchers begin to achieve knowledge. 
According to Xia,  “the technique of content 
analysis is employed for compressing many 
words of text in an organized manner, 
identifying the focus of subject matter, and 
diagnosing emerging patterns in the current 
body of knowledge” (Xia et al. 2018). The 
researchers interviewed in Universidad 
Politécnica de Madrid had distinct ways and 
tools to carry out paper revision, but 
highlighting and summary elaboration are a 
constant for all of them. 

At this stage, the action proposed is a 
revision of the papers with highlighting of 
parts of the text using different colors and even 
writing a short summary (about 150 words) 
with keywords, tips, and short sentences. This 
summary is not an abstract summary, but a 
cue to help them to recall document content 
later on. 
6.4 Stage 4: knowledge extraction 
According to Hobbs, “Information extraction is 
the process of scanning text for information 
relevant to some interest” and “it requires 
deeper analysis than key word searches” 
(Hobbs 2002). Natural language process goes 
beyond the exact term-matching technique 
(Rahman et al. 2017) and focuses on concepts, 
semantics, and relationships between terms to 
try to retrieve most of the original ideas 
expressed by document writers. It is a hard 
task for algorithms and programmers to 
handle entities, relationships, and events to 
process them automatically with a high level of 
both precision and recall, and they frequently 
require human-supervised help (Grishman 
2019). However, that task is the daily work of 
the human brain: every time a person reads a 
paper, they unconsciously create a mind map 
which connects the most relevant concepts with 
their interests to generate knowledge. That 
virtual mind map could be explicitly created by 
defining key concepts corresponding to the 
concepts identified after having analyzed the 
relevant syntagmas, ontologies, and keywords 
existing in the text studied (Buzan 2004). 

The criteria to define those key concepts is 
not the frequency-based traditional model (Fan 
et al. 2015; Matsuo and Ishizuka 2004), but a 
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tailored definition that researchers can make 
according to three factors (Sirsat et al. 2014): 1) 
the overall contribution of the documents 
studied to the research project, with concepts 
that attract researcher’s attention because 
they appear in several documents of the 
database studied; 2) the researcher’s previous 
knowledge that makes them search for specific 
concepts to clarify authors’ position about 
them; and 3) the researcher’s experience, which 
helps them find concepts that could become 
relevant according to their perception. Some 
authors call them “keywords” and “discourse 
words” (Upadhyay and Fujii 2016). This step 
affects the final outcome and is directly related 
to the research project purposes (see Figure 3). 

The aim of defining those concepts is not to 
summarize documents but to summarize their 
contribution to the research project, making it 
possible to characterize documents as a sort of 
layout and schematic summary in the same 
line followed by some proposals for document 
image layout analysis (Oliveira and Viana 
2017). 

According to this, several distinct possible 
concept types are shown in Table 1. In this 
table, “type” refers to the way the concept is 
found in the text reviewed and how it is 
annotated. Regarding the way to find them 
(“trigger”), there are two main possibilities: to 
be a word (or group of words) or to be a 
sentence. It is a word (or group of words) when 
their occurrence undoubtedly means a concept 
expression, e.g., “ANN”, and it is a sentence 
when concepts are expressed in a more complex 
way so that no single word is enough to 
summarize those concepts. Regarding the way 
concepts may appear (“variation”) they could be 
specific words and groups of words or an 
opened or closed name list. Regarding the way 
concepts are “annotated” in each document, 
they can be registered just with an “x” mark 
(they meet the required keyword, idea, or 
condition) or they can be labeled with a 

descriptive list element or name. Last, concepts 
can be numeric values; in that case, the value 
is annotated. To fully understand Table 1 a 
detailed description of the types is included in 
Table 2. 

Researchers can define as many concepts as 
needed to cover each detail that is relevant for 
their research and that they will want to 
include in their papers. Semantic analysis is an 
undeniable requirement to achieve a good 
annotation that is the basis of a key concept 
definition (Malik et al. 2010). 

Once the concept definition has been done, a 
new document review would be needed to 
identify them in all the documents and to 
annotate their occurrences. This operation 
becomes shorter than it could be thought by 
using desktop tools that make the use of 
complicated algorithms and programs 
unnecessary. There are free solutions, such as 
Adobe Reader and DocFetcher. DocFetcher 
creates  and  uses  an  internal  index (the same

 

Table 1 Concept types. 

Type Trigger Variations Annotation 
Keyword Word Word, group of words “x” 
Idea/opinion/statem
ent 

Sentence N.A. “x” 

Position Sentence N.A. List element 
Use case Sentence / table / figure List List element 
Name Sentence List Name 
Numeric Sentence / table / figure N.A. Value 
Condition Sentence List “x” 

 

Figure 3 Key concept definition. 
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Table 2 Type definition. 

Type Definition 
Keyword Applies to the undeniable meaning of a word and group of words in a 

specific context, e.g., Information Retrieval, Cosine, Query, Machine 
Learning, Ontology, ANN, or NLP. 

Idea/opinion/statement Applies to a conceptual meaning that could be expressed with distinct words 
and sentences, e.g., “Need for improvement”, “Knowledge extraction”, “lack 
of objectivity”, or “biases”. 

Position Applies to statements, case of use, and others where authors show whether 
they approve, reject, or just cite a particular subject, e.g., in regards to a 
specific technique, they “use or recommend”, they “criticize”, or they “cite”. 

Use case Applies to distinct options researchers might want to keep track of, such as 
kind of technology, type of chart, or type of scale. 

Name Applies to concepts that can be registered with their names, e.g., system, 
country, or activity. 

Numeric Applies to concepts that can be quantitatively measured so that it is 
possible to register their value, e.g., precision or recall. 

Condition Applies to specific conditions that document scope could accomplish to meet 
the researcher’s interests, e.g., specific industry or country, or specific field. 

way as Adobe Acrobat does) that allow users to 
perform quick Boolean searches for any word 
and string in a document databases. For 
instance, to find whether documents indicate 
that further improvement is needed (an 
idea/opinion/statement type concept), it would 
be possible to look for “improve” and 
“limitation” and retrieve the texts “improving 
the performance of NLP-based tools” and 
“there are also practical limitations in rule 
generation …” (Kim and Chi 2019). However, 
the text “their sometimes low recall may be 
compensated by adjusting” (Adrian et al. 2015) 
and “is prone to several limitations that, in 
turn, offer opportunities for future research” 
(Li et al. 2015) would not be retrieved. 

This manual process is similar to Li et al.’s, 
which consists of an automated method to 
retrieve meta-data (Li et al. 2015). Their 
process lexicon extraction and task 
identification method for process mining 
requires manual task annotation to train a 
statistical model and yields over 75 % 
classification accuracy, 70 % precision, and 
95% recall. 

The method proposed here improves 
accuracy, precision, and recall up to 100%, and 
it is not more manually time-consuming than 
most of the automated methods proposed in the 
literature. 

To efficiently register those knowledge tags, 
the use of a spreadsheet is suggested. This 
practice allows for an additional feature: a 
quantitative measure of the relevance of each 

concept, i.e., the use of a relative importance 
index (RII). This idea can be found in many 
works (Alashwal and Al-Sabahi 2018; Jarkas 
and Haupt 2015; Nagalla et al. 2018) and for 
this research project, the solution proposed by 
Vegas-Fernández was used (Vegas-Fernández 
2019; Vegas-Fernández and Rodríguez López 
2019). 

This method applies a weight to each 
document that considers the document type 
(standard or regulation, doctoral thesis, book, 
indexed journal, lecture source, unindexed 
journal, master thesis, a website run by a 
renowned organization, or a standard website). 
The date and their scope are also considered by 
adding +0.5 to documents after 2010 and by 
subtracting 0.5 when they are intended for a 
specific activity or a particular country. The 
final score is the weight assigned to each 
document, which is considered when the 
document matches a concept (regardless if the 
annotation is an “x”, a name, or a value). The 
RII is the ratio between the weighted count of 
documents matching a concept and the 
maximum value that that weighted count 
takes for a concept. 

The outcome at this stage is a ranked list of 
key concepts, which is a quantitative outcome 
of knowledge extraction. 

 
7. KNOWLEDGE EXTRACTION 

EXAMPLE USING THE PROPOSED 
SYSTEM 
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The process of knowledge extraction carried 
out for this study is explained next to make it 
easy to understand the scope, possibilities, and 
limits of the proposed system. Each one of the 
distinct steps at each stage is described here 
with data that will allow readers to make their 
guess about this system. 
7.1 Stage 1: planning and computer 

search 
Each researcher is used to searching in 
scholarly databases, and they choose them 
according to their preferences. Their previous 
experience and their knowledge of previous 
publications related to their research project 
subject give them the required orientation to 
select the search strings and the best 
databases. Searching documents in Google 
Scholar is a must, but the number of possible 
retrieved documents can be too high. In this 
case, the chosen search string was “intelligent 
information extraction from document 
databases” without quotation marks to be able 
to achieve results. That search yielded 313,000 
results in Google Scholar, but that outcome 
was truncated to select just the first 400 most 
relevant titles. 

That systematic search process was 
conducted in eight sources and 974 documents 
were originally retrieved from Google Scholar, 
Web of Sciences, Scopus, ScienceDirect, 
ResearchGate, ASCE, Elsevier, and Mendeley. 
Outcomes were post-processed in an Excel 
workbook to manage each database report; 
that process consisted of converting the HTML 
information yielded by each search engine into 
understandable and easy to use Excel rows. 
This step took less than 3 hours. The number 
of documents retrieved is displayed in Table 3. 

 
Table 3 Information retrieval initial summary (number of 
documents). 

Source Initial Outcome 
Google Scholar 383 
Web of Sciences 2 
Scopus 85 
ScienceDirect 26 
ResearchGate 350 
ASCE 20 
Elsevier 3 
Mendeley 105 
Total 974 

 
7.2 Stage 2: filtering and file retrieval  
This stage involves a heavy task because often 
it is not possible to know whether a document 

will be useful without reading it. According to 
their titles, keywords, and abstracts, it is 
possible to perform an initial filter to reject 
those that do not meet the requirements. Some 
search engines do not provide abstracts and 
keywords in their outcomes and the filter can 
only consider titles. In those cases, a first filter 
was applied removing unwanted documents 
according to their titles, and the remaining 
were downloaded to check by skim-reading 
whether they met expectations. 

Each downloaded document finally accepted 
was saved in the computer library labeling it 
with the author-title format. This step took 
about 60 hours and the number of documents 
finally selected was 58, after adding manually 
three more documents. Table 4 shows the 
number of remaining documents after 
removing duplicates. 

There were three types of documents in the 
list: 62% were journal articles, 36% conference 
proceedings, and 2% books. Journal article 
impact distribution is shown in Figure 4.  

 
Table 4 Information retrieval final summary (number of 
documents). 

Source Initial 
outcome 

Resulting 
outcome 

Google Scholar 383 24 
Web of Sciences 2 2 
Scopus 85 6 
ScienceDirect 26 0 
ResearchGate 350 8 
ASCE 20 4 
Elsevier 3 0 
Mendeley 105 11 
Others - 3 
Summary 974 58 

 
 
 

 

Figure 4 Impact distribution of the retrieved journal articles 
(Q factor). 
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7.3 Stage 3: file reading and tagging 
Two relevant tasks were done at this stage: 
reading and tagging documents. Google 
Scholar and its citing tool were used to find 
each document and to create an entry in the 
Mendeley catalog (Figure 5).  

Most tags are automatically saved, and 
Mendeley, EndNote, and other tools can find 
reference updates, although sometimes it is 
necessary to look for a specific missing tag, 
such as the DOI, Publisher, or the URL for the 
document (see Figure 6).  

Figure 5 Tag retrieving with Google Scholar. 

Figure 6 Tag management with Mendeley. 
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This process does not take long (5 hours for 
58 documents), and researchers can perform 
this part while retrieving and reading 
documents. Reading documents takes much 
longer and highlighting and writing the 
summary proposed in section 6.3 does not 
account for any significant extra time. 
7.4 Stage 4: knowledge extraction 

At this key stage, 25 concepts were defined 
using the types defined in Table 2 (see Table 5). 

An Excel table was used to annotate 
documents when they met specific criteria, 
according to Table 5. A part of this work could 
be done when reading and highlighting 
documents. To complete this annotation task, 
the free program DocFetcher was used. Its 
outcome is a list of the files that meet the 
search criteria, showing the number of matches 
in each file, the context paragraph where the 
keywords were found, and a direct link to the 
files. These features make it possible to review 
any concept presence in 5-10 minutes when all 
the documents have been read, and it becomes 
extremely easy to carry out efficient searches. 

It is necessary to reject documents whose 
matches belong only to the “References” 
section. The total time dedicated to the 25 
concepts defined was less than 4 hours. The 
outcome of this step is a table with the list of 
documents, their tags, summary, and concepts 
(Figure 7). 

Figure 7 shows the concept map where most 
of the values are “x”, there are values for 
precision and recall concepts, and there are 
names. The bottom line displays the count for 
the number of documents that meet each 
concept requirement. The use of the relative 
importance index (RII) method assigns distinct 
importance to the hits obtained in each 
document. This way, a weighted count is 
obtained for each concept. “Semantics” is the 
most important concept and is the basis for 
calculating the RII in every other concept. In 
this case “semantics” is a sort of wide concept 
because almost every document talks about 
semantics without a specific purpose, but that 
is not a problem as is shown in the next section. 

 

 
Table 5 Key concepts for knowledge extraction. 

Concept Type Explanation 
Scientific papers Condition The document addresses scientific papers 
IE Keyword Information extraction is considered 
IR Keyword Information retrieval is considered 
Improvement Idea Need for improvement of current IE/IR techniques 
Concepts Keyword Concept as an entity, related to semantics and ontologies 
Cosine Keyword Algorithm intended to evaluate the similarity 
NLP Keyword Natural language process is cited 
Knowledge Keyword Knowledge extraction concept is cited 
ANN Keyword Artificial neural network is cited 
Fuzzy Keyword Fuzzy techniques and fuzzy logic are cited 
Bayes Keyword Bayes decision function (classification method) is cited 
Semantics Keyword Semantics is cited 
Ontology Keyword Ontology is cited 
Query Keyword Query is cited, usually related to Boolean operations 
Rule-based Keyword Rule-based and rule are cited related to queries 
Clustering Keyword Clustering technique is used to classify documents  
Machine learning Keyword Machine learning is cited 
Artificial intelligence Keyword Artificial intelligence is cited 
Manual Idea Manual operation is needed for supervision, training, etc. 
System Keyword A system is proposed, although different in each paper 
Precision Numeric Percentage of precision yielded by the proposed system 
Recall Numeric Percentage of recall yielded by the proposed system 
Tags Keyword Administrative tags are used and retrieved 
Specific activity Name The document addresses some specific kind of papers 
Specific country Name The document addresses some specific country 
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8. RESULTS AND DISCUSSION 
The results of the knowledge extraction 
performed according to the proposed method 
can be expressed by using the concepts defined 
and their RII. A ranked list of concepts using 
the RII gives an accurate view of how scientists 
address information extraction as a gate to 
knowledge extraction (Table 6) and a Pareto 
diagram gives a better understanding of the 
relative importance of each concept (Figure 8). 
 
Table 6 Ranked list of concepts. 

# Concept RII 
1 Semantics 100% 
2 Knowledge 81% 
3 IE 78% 
4 Query 74% 
5 Improvement 69% 
6 IR 69% 
7 Manual 66% 
8 Tags 63% 
9 Rule-based 61% 
10 Machine learning 55% 
11 Ontology 49% 
12 Concepts 47% 
13 Clustering 45% 
14 System 44% 
15 Precision 40% 
16 Recall 38% 
17 Specific activity 33% 
18 NLP 30% 
19 Cosine 23% 
20 Fuzzy 17% 
21 Artificial intelligence 17% 
22 Bayes 14% 
23 Scientific papers 12% 
24 Specific country 11% 
25 ANN 11% 

 

It is remarkable that “knowledge 
extraction” is the second most cited concept, 
after “semantics,” whose presence is 
compulsory in this kind of documents. 
“Information extraction” is placed third in the 
list and “information retrieval” is sixth, 
although the search string was “intelligent 
information extraction”. This proves how close 
both concepts are in the literature. 

  Figure 8 proves that the results obtained 
do not follow the Pareto rule. It is possible to 
differentiate three groups according to concept 
relevance: 1 to 9, 10 to 18, and 18 to 25. 

The first group includes basic concepts 
related to automatization, e.g., “query” and 
“rule-based”. However, this group contains 
concepts indicating that there are strong 
limitations in the state of the art: “Need for 
improvement of current IE/IR techniques” is 
placed fifth and “Manual operation is needed 
for supervision, training, etc.” is placed 
seventh. “Tags” is placed eighth 
(administrative tags) and this fact proves that 
the solutions proposed to extract information 
frequently address tags, less relevant than 
insights information. 

The second group includes concepts related 
to the technology applied to retrieve and 
extract information (machine learning, 
ontologies, concepts, and clustering). It also 
includes the concept “system” that represents 
all the systems proposed. All of them are 
different and, for that reason, they were 
grouped in that concept to make it possible to 
give them some visibility. The concept “specific 
activity,” placed seventeenth, shows that a 
significant part of the documents studied are 
intended for a specific purpose, and that fact 
makes them less applicable to this study. This 
group includes the concepts “precision” and 

Reference Type Author Year Title Comments Scientific papersIE IR Improvement Concepts Cosine NLP Knowledge ANN Fuzzy Bayes Semantics Ontology Query Rule-based Clustering Machine learning Artificial intelligenceManual System Precision Recall Tags Specific activity Specific country
Journal Article Adrian, W. T., Leone, N., and Manna, M. 2015 Ontology-driven information extraction Archivos con datos no estructurados homogeneos. Análisis de curriculum. Resultado pobre.x x x x x x x KnowRex 50% 30% Curriculum
Journal Article Afantenos, S., Karkaletsis, V., and Stamatopoulos, P. 2005 Summarization from medical documents: a survey Encuesta. Métodos de resumen de documentos médicos.x x x x x x x x x x x x Review Medical
Proceeding Ahmad, M. W., and Ansari, M. 2012 A Survey: Soft Computing in Intell igent Information Retrieval Systems Information retrieval IR. Survey. Explica métodos IR: algoritmos Fuzzy, ANN. Altavista.x x x x x x x x x x x
Journal Article Al-Hroob, A., Imam, A. T., and Al-Heisa, R. 2018 The use of artificial neural networks for extracting actions and actors from requirements documentCombinación de NLP y ANN (artificial neural networks). Definición de lexicons, sintaxis y análisis semántico. Proponen IT4RE. Semiautomático. Pobre resultado.x x x x x x x x x x IT4RE 47% 79% x Requirements
Proceeding Allan, J., Aslam, J., Belkin, N., Buckley, C., Callan, J., Croft, B., Dumais, S., Fuhr, N., Harman, D., and Harper, D. J.2003 Challenges in information retrieval and language modeling: report of a workshop held at the center for intell igent information retrievalDefinición, retos futuro. Lenguaje. Information retrieval IR. Resúmenes. Conclusión.x x x x x x x x x x x x x
Journal Article Ansari, A., Maknojia, M., and Shaikh, A. 2016 Intell igent information extraction based on artificial neural network QAS (question answering system). NLP (natural language processing). ANN (Artificial Neural Network). DNN (Deep Neural Network). Obtención de respuestas. Usa IE para "extraer" información , no documentos. Muy elemental, no vale para nada.x x x x x x x
Proceeding Barde, B. V., and Bainwad, A. M. 2018 An overview of topic modeling methods and tools Clasificación por temas (topic). IR. NLP. Entrenamiento de modelos. Describe util idades/herramientas.x x x x x x x x
Journal Article Boden, C., Löser, A., Nagel, C., and Pieper, S. 2012 Fact-aware document retrieval for information extraction BlueFact. IR information retrieval. IE Information extraction. Semantyc and Syntactic information. Bayes y Heurísticos. Basado en palabras. Orientado a fi ltrar documentos porque no obtiene detalles.x x x x x x x x Bluefact x
Journal Article Chen, H., and Lynch, K. J. 1992 Automatic construction of networks of concepts characterizing document databasesSistema de indexación. Información fragmentada. Indexación manual. Campos como EndNote. Identifican conceptos. Cosine algorithm.x x x x x x x x x x
Journal Article Dezsenyi, C., Dobrowiecki, T. P., and Meszaros, T. 2007 Adaptive information extraction from unstructured documents Sistema. Transformación documento a estructurado. No hay software.x x x x x x x x x x x x
Proceeding Esposito, F., Feril l i , S., Basile, T. M. A., and Di Mauro, N.2005 Semantic-based access to digital document databases Sistema DOMINUS para extraer estructuras. Clasificación documentos. Extracción información IE. Tags: title, authors, abstract and bibliographic references.x x x x x x x x DOMINUS x
Journal Article Fan, H., Xue, F., and Li, H. 2015 Project-based as-needed information retrieval from unstructured AEC documentsPara proyectos pequeños con un número pequeño de documentos. Algoritmos machine learning y Bayes. Árbol decisión. Encuestas. Experimental. Supervisión manual.x x x x x x x x x x x System Medium-sized construction projectsHong-Kong
Journal Article Gaizauskas, R., and Wilks, Y. 1998 Information extraction: Beyond document retrieval Distingue IE e IR. Requiere expertos. Historia. Cita proyectos académicos.x x x x x x x x x x x x
Journal Article Grishman, R. 2019 Twenty-five years of information extraction Definiciones. Exclusión conocimientos y opiniones. NLP. Analizar estructura y generar relaciones. IE Information extraction. IR subset of documents. IE structure: named entities, entities, relations, and events.x x x x x x x x 70% 70% x
Journal Article Gupta, P., and Gupta, V. 2012 A survey of text question answering techniques Propuesta de arquitectura. Extracción de respuestas. IE. Nada concreto. Revisión.x x x x x x x x x
Journal Article Hassan, F. u., and Le, T. 2020 Automated Requirements Identification from Construction Contract Documents Using Natural Language ProcessingPara identificar requisitos contratos. Natural language processing (NLP). Reglas (rule based) + 4 algoritmos machine learning. Preproceso. Por fases. Bayes y Support Vector Machines (SVM). Limitado en alcance. Experimental.x x x x x x x x x x Method 95% 90% x Construction contracts
Proceeding Hassan, T., and Baumgartner, R. 2005 Intell igent text extraction from pdf documents Extracción de datos de PDF. Conversión de PDF a HTML. No logran un avance.x x x x x LIXTO x
Book Hassan, T., and Baumgartner, R. 2005 Intell igent wrapping from PDF documents Segmentación documento en bloques. Ontología. Query. Experimental.x x x x x x x
Journal Article Hobbs, J. R. 2002 Information extraction from biomedical text Information extraction IE. Definiciones. Precision. Recall. It requires deeper analysis than key word searches. Necesita intervención manual.x x x 60% 60% Biomedicine
Proceeding Hu, X., Lin, T. Y., Song, I., Lin, X., Yoo, I., Lechner, M., and Song, M.2004 Ontology-based scalable and portable information extraction system to extract biological knowledge from huge collection of biomedical web documentsSistema SPIE. Extracción automática en entorno concreto. Alcance concreto. Poca intervención manual.x x x x x x x x x x SPIE x Biology
Proceeding Inui, K., Abe, S., Hara, K., Morita, H., Sao, C., Eguchi, M., Sumida, A., Murakami, K., and Matsuyoshi, S.2008 Experience mining: Building a large-scale database of personal experiences and opinions from web documentsTecnología de proceso de lenguaje sobre contenido Web para extraer información de experiencias y opiniones. Pendiente de valoración.x x x x x x Experience Minning x Japanese Web Japan
Journal Article Karol, S., and Mangat, V. 2013 Evaluation of text document clustering approach based on particle swarm optimizationCluster. Clasificación documentos con técnicas Fuzzy. Information Retrieval IR. Propone dos técnicas híbridas: KPSO y FCPSO. Prueba con 3.000 documentos.x x x x x x x x x x x x
Proceeding Karthik, M., Marikkannan, M., and Kannan, A. 2008 An intell igent system for semantic information retrieval information from textual web documentsExtraen información. Usan algoritmo complejo en fases. Mejoran resultados de XML. Experimental.x x x x x x SEMINRET x
Journal Article Kim, T., and Chi, S. 2019 Accident case retrieval and analyses: using natural language processing in the construction industryIE con reglas y conditional random field CRF. Extraen información de informes de accidente. IE con OKAPI BM25. NLP. Semántica. Tokenización. Limitaciones. Poca información.x x x x x x x x x x x x x System (Python) 85% 68% Construction accident
Journal Article Koval, R., and Návrat, P. 2012 Intell igent support for information retrieval of web documents Information retrieval. IE. Obtención documentos en la Web que cumplan con requisitos. Intervención manual. Clustering.x x x x x x x x x x Tree Clustering 80% x Web
Journal Article Lambrix, P., and Shahmehri, N. 2000 Querying documents using content, structure and properties Búsqueda en propiedades y contenido. Busca palabras. Consulta manual y query. Toma decisiones. Creación índice. Búsqueda adaptada al conocimiento previo. Altavista.x x x x x x x x x Query x
Proceeding Lee, R. 1998 Automatic information extraction from documents: A tool for intell igence and law enforcement analystsSistema con querys para obtener información. No la clasifica, sólo la almacena. Entidades. IE information extraction. Revisión manual.x x x x x x
Journal Article Li, J., Wang, H. J., and Bai, X. 2015 An intell igent approach to data extraction and task identification for process miningExtracción información IE. Consiguen metadatos. Experimental. Machine learning. Precisión 90%. Falsos positivos 30%.x x x x x x x x x Method 70% 87%
Journal Article López-Robles, J.-R., Guallar, J., Otegi-Olaso, J.-R., and Gamboa-Rosales, N.-K.2019 Bibliometric and thematic analysis (2006-2017) Analiza evolución revista EPI. SciMAT para análisis. Localiza los temas (conceptos). Interconexiones.x x x x x x x
Journal Article Lutsky, P. 2000 Information extraction from documents for automating software testing Uso de lenguaje natural NLP. Comprobación de software. Validación. Sistema specification information from text (SIFT).x x x SIFT x Software
Journal Article Malik, S. K., Prakash, N., and Rizvi, S. 2010 Semantic annotation framework for intell igent information retrieval using KIM architectureSistema. Entorno Web. Semántica. Ontologías. Lenguaje natural NLP.x x x x x x x x x x KIM
Proceeding Marinai, S. 2009 Metadata extraction from PDF papers for digital l ibrary ingest Extracción metadatos de PDF. Convierten PDF a XML. Usan Greenstone.x x x x x x pdf2gsdl 23% 74%
Proceeding Matos, P. F., Lombardi, L. O., Pardo, T. A., Ciferri, C. D., Vieira, M. T., and Ciferri, R. R.2010 An environment for data analysis in biomedical domain: information extraction for decision support systemsOrientado a biomedicina. Anemia de células falciformes. Informatoin extraction IE. Datos numéricos. Documentos no estructurados.x x x x x x x x x x x x x x Biomedicina
Journal Article Matsuo, Y., and Ishizuka, M. 2004 Keyword extraction from a single document using word co-occurrence statistical informationExtrae palabras con algoritmo. No valora el sentido. Obtiene los que más aparecen. Co-occurrence.x x x x x
Proceeding Milward, D., and Thomas, J. 2000 From information retrieval to information extraction IE, IR. NLP. Highlight. Query con operadores Booleanos. Experimental. Resultados pobres y l imitados.x x x x x x x x 77% 55% x
Journal Article Mitra, M., and Chaudhuri, B. 2000 Information retrieval from documents: A survey Encuesta estado arte en búsqueda e indexación. Tipos documentos. Desestructuración. Multi-dominio de origen. Modelo Booleano. Algoritmos. OCR.x x x x x x x x
Journal Article Nasar, Z., Jaffry, S. W., and Malik, M. K. 2018 Information extraction from scientific articles: a survey Extracción información artículos académicos. Algoritmos HMM, CORA, CRF, SVM. Extrae metadatos (datos artículo) y Key-insights (mensajes dentro del texto).x x x x x x x x x x x x x 42% 52% x
Journal Article Nualart-Vilaplana, J., Pérez-Montoro, M., and Whitelaw, M.2014 Cómo dibujamos textos: Revisión de propuestas de visualización y exploración textualVisión multidimensional del texto. Minería de datos. Textos individuales y colecciones. Análisis visual de estructura. Intentan estructurar.x x x x
Proceeding Oliveira, D. A. B., and Viana, M. P. 2017 Fast CNN-based document layout analysis Sistema unidimensional análisis automático. CNN (convolutional neural networks). Analizan imágenes.x x x x CNN
Proceeding Oro, E., and Ruffolo, M. 2008 Xonto: An ontology-based system for semantic information extraction from pdf documentsExtracción de PDF. Ontología. ontology-based system for semantic IE from PDF documents XONTO. Conversión de documentos no estructurados a estructurados.x x x x x x x x x XONTO x
Proceeding Rahman, N. A., Soom, A. B. M., and Ismail, N. K. 2017 Enhancing Latent Semantic Analysis by Embedding Tagging Algorithm in Retrieving Malay Text DocumentsLatent Semantic Indexing (LSI). Aplicación a lengua Malay. Mejora de LSI. Términos y conceptos. Definiciones. Usa etiquetas (tags).x x x x x x x LSAT 65% 70% x Malay language
Proceeding Rizvi, S. T. R., Mercier, D., Agne, S., Erkel, S., Dengel, A., and Ahmed, S.2018 Ontology-based Information Extraction from Technical Documents Extracción de información de tablas. Conversión de PDF a HTML. Basado en ontologías. Automático.x x x x x x 88% 100% Tables
Proceeding Rodríguez, A., Colomo, R., Gómez, J. M., Alor-Hernandez, G., Posada-Gomez, R., Juarez-Martinez, U., Gayo, J. E. L., and Vidyasankar, K.2009 A proposal for a semantic intell igent document repository architecture Literatura académica. IE. IR. SIDRA sistema híbrido. Orientado a HTML. Ontología. Query. Keywords. Ranking por relevancia en cuanto al número de citas.x x x x x x x x SIDRA x Software Ireland
Journal Article Rostami, N. A. 2014 Integration of Business Intell igence and Knowledge Management – A l iterature reviewDefine Knowledge management. Relación con BI. x x x
Journal Article Saik, O., Demenkov, P., Ivanisenko, T., Kolchanov, N., and Ivanisenko, V.2017 Development of methods for automatic extraction of knowledge from texts of scientific publications for the creation of a knowledge base Solanum TUBEROSUMCita sistemas de extracción orientados a temas biología. Usa base datos MySQL. Semántica.x x x x x x ANDSystem Agricultural biotechnology
Proceeding Sarwar, S. M., and Allan, J. 2019 A Retrieval Approach for Information Extraction Sistema Search IE. Information extraction. Query. Caso de pocas apariciones de un concepto. Lenguaje natural NLP.x x x x x x x SearchIE x
Journal Article Schalley, A. C. 2019 Ontologies and ontological methods in l inguistics Define ontología. Lingüística. x x x x
Proceeding Seedah, D. P., and Leite, F. 2015 Information Extraction for Freight-Related Natural Language Queries Proponen un sistema híbrido para fletes que combina varias técnicas. Lenguaje natural NLP muy limitado. Information extraction IE. Named Entity Recognition NER. Técnicas especiales de domino. Reglas y machine learning. Clasificador entidades.x x x x x x x x x x 20% 40% x Freights
Journal Article Seng, J.-L., and Lai, J. 2010 An Intell igent information segmentation approach to extract financial data for business valuationDatos financieros. Documentos estructurados. Lenguaje natural. NLP. Problema múltiples fuentes heterogéneas. Conversión PDF a TXT.x x x x x x x x x 88% 89% x Financial China
Journal Article Shrihari, R. C., and Desai, A. 2015 A review on knowledge discovery using text classification techniques in text miningPorquería. Compara técnicas. Malos resultados de precisión.x x x x x x x x x 78% 80%
Journal Article Sirsat, S. R., Chavan, V., and Deshpande, S. P. 2014 Mining knowledge from text repositories using information extraction: A reviewExtraer conocimiento. IE requiere supervisión manual. Knowledge discovery from database (KDD). Conversión de desestructurado a estructurado. Reglas.x x x x x x x x x 71% 74% x
Journal Article Song, D., Lau, R. Y., Bruza, P. D., Wong, K.-F., and Chen, D.-Y.2007 An intell igent information agent for document title classification and fi ltering in document-intensive domainsClasifican los documentos en base a su título. NO extraen  información. Preferencias usuarios.x x x x x x x x x Hybrid 46% 86%
Journal Article Srihari, R. K., Zhang, Z., and Rao, A. 2000 Intell igent indexing and semantic retrieval of multimodal documents Referencia para búsqueda en documentos multimedia. OCR.x x x x x x x x Multimedia
Journal Article Tseng, F. S., and Chou, A. Y. 2006 The concept of document warehousing for multi-dimensional modeling of textual-based business intell igenceDefine metadatos meta-data como EndNote. 80% información no es numérica. Multi-dimensión. Data warehouse. Document warehouse. Plantea XML.x x x x x x x x x Taiwan
Proceeding Upadhyay, R., and Fuji i , A. 2016 Semantic knowledge extraction from research documents Combination of semantics of sentences and natural language processing technique over the sentences. Rules. Keywords. Query. Apoyo manual.x x x x x x x x x x x
Proceeding Wang, Q., Qu, S. N., Du, T., and Zhang, M. J. 2013 The Research and Application in Intell igent Document Retrieval Based on Text Quantification and Subject MappingDocument retrieval. IE. Word concept. Busca palabras por su semántica. Clasificación de documentos por temas. Keywords para clasificar. Correlación entre palabras. Algoritmo COSINE.x x x x x x x x x x
Journal Article Wolf, C., and Jolion, J.-M. 2004 Extraction and recognition of artificial text in multimedia documents Referencia para búsqueda en documentos multimedia. OCR.x x x x x x x x System (OCR) 88% 76% Multimedia
Journal Article Xie, X., Fu, Y., Jin, H., Zhao, Y., and Cao, W. 2019 A novel text mining approach for scholar information extraction from web content in ChineseSistema experimental para extraer información de Web en chino. Extrae atributos expertos. Basado en palabras y reglas. x x x x x 44% 47% x China
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Figure 7 Reference list with concepts. 
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“recall”: the average values for precision and 
recall in the literature review performed are 
64% and 70%, respectively, which are very far 
from a comfortable confidence level. 

The third group contains the least relevant 
concepts and they are related to the most 
sophisticated techniques, e.g., “artificial 
intelligence.” This seems to prove that they are 
far from a mature state that would allow them 
to be commonplace. The concept “scientific 
papers” is placed twenty-third because only 
seven out of the 58 documents studied address 
this subject. 

The specific field of knowledge extraction 
from scholarly documents asks for affordable 
solutions that are easy to work with. Nassar 
says that “Manual analysis is not scalable and 
efficient” and cites other authors who state 
that a systematic literature review could take 
1 to 3 years (Nasar et al. 2018). This study has 
used a manual method to extract knowledge 
starting with a systematic literature review, 
and the whole process took less than one 
month. The results presented in this study 
prove that knowledge extraction can be 
efficiently performed manually with the help of 
desktop tools that are commonplace. It does not 
matter that manual analysis is not scalable 
because researchers usually face a scholarly 
library with only a few hundred documents in 
each research project. The method proposed 
was also used in a distinct research project 
with a library that held 300 documents (Vegas-
Fernández 2019). In practice, document 
reading takes up most of the time dedicated to 

literature review in a research project, much 
more than retrieving and organizing 
documents. This paper proposes a feasible way 
to optimize knowledge extraction, giving up, for 
now, the option of a fully automatic 
information retrieval and extraction system, 
and proposing “concept definition” as the most 
relevant task. 
 
9. CONCLUSIONS 
Technique algorithms are not always the 
answer to efficient extraction of information 
from scholarly document databases and 
sophisticated automatic systems do not seem to 
be the best fit to solve the researcher’s needs. 
Any possible automated solution that requires 
manual training, supervision, and tuning is not 
worthwhile because it requires too much time 
dedicated to those tasks and it is shorter and 
more efficient to do it by hand. 

The relevance of concept definition has 
frequently been underestimated and this paper 
proposes and proves that proper concept 
definition is key to achieve outstanding 
knowledge extraction. The results of the 
analysis conducted with a scholarly document 
database confirm the suitability of the 
approach and the method that has been 
explained. 

This paper has presented a simple but 
efficient method that takes advantage of free 
desktop tools that are commonplace. By 
following this method, it is very easy to carry 
out a systematic literature review, in order to 

Figure 8 Pareto diagram of concepts using their RII. 
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retrieve, filter, and organize results, and to 
extract information to transform it into 
knowledge. The conceptual basis is a 
semantics-oriented concept definition and a 
relative importance index to measure concept 
relevance in the literature studied. 

The detailed explanation of the proposed 
procedure in four steps shows that most of the 
tasks require mental activity that cannot be 
helped by automated systems. 

The method proposed is intended for 
knowledge extraction from scholarly document 
databases, but it could also be used in other 
projects such as departmental document 
databases whenever the total number of 
documents in the library is only a few hundred. 
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