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ABSTRACT This paper explores the public data governance and AI policies in the world’s three 

main technological regions which are the United States, China, and European Union based on 

scientific literature analysis with machine learning. We used the RapidMiner text mining 

algorithm to classify texts and define the recuring themes in each region through Terms 

Frequency-Inverse Document Frequency, supervised machine learning techniques with KNN, 

and Naïve Bayes. Therein, our results reveal the most influential items for each region that 

emphasize three different approaches in China, the United States and the EU.  
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1. INTRODUCTION 

 

Data has been construed as a 

key resource for companies and states 

pushing to be competitive (Kshetri, 2014). 

Furthermore, Mazurek and Malagocka 

(2019, 344) argue that “data may be seen as 

a currency in the digital world, and even 

compared to oil, gold or nowadays to labor.” 

However, unlike other resources such as oil, 

data 

can be reused endlessly for different purpos

es and with unrestricted cross-

border flows (Aaronson, 2019). Yet, data is 

often closely related to the notions 

of privacy and ethics, as it deals with human 

activities (Bisson, 2013).  

 
* Corresponding author 

The rise of the digital age was 

initially accompanied by the ambition to 

break down frontiers and create a “global 

village” (McLuhan, 1967). However, the 

digital transformation of many societies and 

the digitalization of human activities are 

challenging the concept of sovereignty. Yet, 

the conflict in Ukraine has further divided 

the world and ended the “fruitful” 

globalization that increased the importance 

of international public data governance 

policies. Therein, data storage and data 

infrastructures now crystallize the new spots 

of international geopolitical tensions and 

rivalries.  

Various international regulations 

regarding data governance are also becoming 

weapons of economic warfare, as shown by 
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the China-U.S. rivalry (Zeng, 2020). 

Nowadays, to ensure the security and 

sovereignty of their data, states are adapting 

their laws to the digital sphere with technical 

and legal arsenals. Thus, data, AI 

technologies, and infrastructure networks 

today represent “a stake of sovereignty and 

power for states, international firms and 

other non-state actors” (Seurre, 2020, 3). 

Hence, digital technology is reshuffling the 

cards of the international power game and 

“data governance is becoming a political 

issue of crucial importance” (Matthews, 

2019, 1) that can generate geopolitical 

conflicts. Furthermore, according to Zheng 

(2021, 1), policymakers must consider the 

concept of trilemma, i.e., “personal data 

protection, free transborder flow of 

information and the expansion of national 

jurisdiction” to build up new data transfer 

regulations.  

In addition, the amount of data that 

companies have is essential for their 

development and contributes to sustaining 

their competitive advantages. Indeed, data 

that feeds their AI algorithms enables them 

to improve the efficiency and quality of their 

products and services, but it also helps them 

to create, or take part in the creation of, new 

ones.  

According to the Data Governance 

Institute (2017), data governance is “a 

system of decision rights and 

accountabilities for information-related 

processes, executed according to agreed-upon 

models which describe who can take what 

actions with what information, and when, 

under what circumstances, using what 

methods.” Thus, data governance must be 

thought of as an ecosystem that encompasses 

privacy, security, ownership, use, and reuse 

of data, but also as the values and interests 

it contains (Winter and Davidson, 2017).  

However, we cannot apply the same 

model of data governance in the private 

sector and in the public sector, as doing so 

requires political discussions (Okuyucu and 

Yavuz, 2020). As data governance involves 

various and numerous stakeholders, it is also 

closely linked to the concepts of sovereignty 

and data politics (Mureddu, Schmeling, and 

Kanellou, 2020). Woods (2018, 360) defines 

data sovereignty as the combination of 

“supreme control, over a territory, 

independent from other sovereigns.” Yet, Liu 

(2021, 46) highlights the strategic role that 

data policies play in the “interactions 

between sovereign states or between the 

state and non-state actors over the collection, 

processing, transfer, sale, or use of data.” 

Moreover, data policy is part of a much 

broader set of strategic digital policies, 

including the development of new 

technologies such as AI and its algorithms, 

and the security of their networks.  

Data governance is closely related to 

privacy, as “data collection, analysis and 

processing are mainly perceived as a threat 

to privacy” (Mazurek and Malagocka, 2019, 

349). Yet, Kuziemski and Misuraca (2020, 2) 

stress that “govern[ing] algorithms, while 

governing by algorithms” defines the very 

ambiguous situation that governments face, 

i.e., protecting their citizens by respecting 

their data privacy and security, and granting 

access to improve the efficiency of 

technological systems. Thus, designers of 

public data governance policies must 

consider individual privacy and data 

security, but also guarantee access to this 

data to improve the technology and keep 

innovating (Rosenbaum, 2010). 

There is room for improvement 

regarding studies that deal with public data 

governance policies (Okuyucu and Yavuz, 

2020; Liu, 2021). Yet, Alhassan, Sammon 

and Daly, (2017) highlight the need to 

investigate public data governance and AI 

policies. Moreover, Gleeson and Walden 

(2016) stress the public sector’s dearth of 

maturity in this area. 

Therein, to address this gap, we have 

used machine learning through RapidMiner 

text mining analysis to highlight the 

different approaches of public data 

governance and AI policies in the world’s 

three main technological regions—China, 

the European Union, and the United 

States—based on scientific literature 

analysis. Moreover, by using machine 

learning to analyze most influential items 

related to public data governance and AI 

policies in each of the three regions, our 

research is congruent with Klyton et al. 

(2023, 142) that posit that “the language 

used by various stakeholders […] contributes 

to the construction of hegemonic power 

affecting (or supporting) organizational 

control”. 
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In the remainder of this paper, we 

first highlight the relationship that exists 

between AI and data governance and the 

public data governance in the EU, United 

States, and China. Then we present our 

research design, discuss our results, and 

finish with our conclusion. 
 

LITERATURE REVIEW 

Artificial Intelligence as a tool for data 

governance  

 
Artificial intelligence (AI) and data 

governance are interdependent and 

complementary (Matthews, 2019). The 

amount of data is fundamental when 

evaluating the accuracy of algorithms, 

whereas data quality and governance are 

essential prerequisites for the effective use of 

AI (Smith, 2019). The development of AI not 

only allows the transformation of data into 

action, but AI also learns from this 

information and creates new ones (Calzada 

and Almirall, 2020). Yet, AI relies above all 

on the strategies and public policies that 

governments put in place using their 

companies as application tools.  

The development of AI and other 

machine-learning systems brings new 

challenges for data governance: “the scale 

and scope of data used by the algorithms and 

the opacity of the algorithms” (Winter and 

Davidson, 2017, 281) regarding the way data 

is used and transformed into results. AI has 

“the increased capability to collect, analyze 

and combine vast amounts of data from 

different sources, […] thus enhancing the 

capabilities of technology powers” (Mazurek 

and Malagocka, 2019, 348). AI can work on 

specific tasks without human monitoring, 

which enhances its analysis performance. 

Therefore, the definition of AI directly 

implies data privacy issues, as AI can easily 

deduce or predict sensitive and personal 

information.  

However, data governance policies 

are far more difficult to implement nowadays 

because data can be collected through 

numerous different devices (e.g., 

smartphones, watches, GPS) that do not 

belong to a state but to a private company 

that can sell the data to another country. In 

this context, it is not the public authorities 

that own real-time data, but private 

companies such as network operators or big 

technological firms (Alemanno, 2018). Thus, 

the enormous amount of data and its 

stakeholders increase the difficulty of 

implementing a strict and efficient data 

governance policy. Therefore, international 

data sharing is a source of economic and 

commercial development, but it also 

represents a risk to the privacy of citizens 

who are potentially vulnerable to “foreign 

surveillance, hacking and data breaches” 

(Liu, 2021, 51). 

EU, U.S., and Chinese public data 

governance: three different approaches  

The General Data Protection Regulation: a 

strong but inadequate European regulation 

 
The fast-moving digital environment and 

exponential growth of data has led the EU to 

implement strong regulations to protect its 

citizens' privacy: the General Data 

Protection Regulation (GDPR). Yet, very 

recently the EU parliament adopted the ‘AI 

Act’ that will be voted now in the EU council 

aiming to reach an agreement by the end of 

2023 to become a law (EU Parliament, 2023). 

In Europe, the protection of citizens' 

personal data constitutes a fundamental 

right because it is inherently related to a 

natural person. In doing so, data protection 

means: “preserving a natural person from 

the misuse of his or her personal 

information” (Fabiano, 2019, 58).  

Implemented in 2018, the GDPR 

regulation demands that companies comply 

with a set of rules regarding the collection, 

storage, and processing of European’s 

personal data in response to ethics and 

privacy concerns. These measures imply for 

companies major technological, functional, 

juridical, and cultural changes and 

challenges, not without impacts on 

businesses. These far-reaching changes are 

time-consuming and expensive—

necessitating the mobilization of additional 

financial and human resources—and they 

represent high barriers for companies which 

must adapt their overall organization 

(processes, routines, procedures) to ensure 

that their activities meet GDPR rules.  

Thereby, to ensure data protection in 

cross-border flows, GDPR regulation has 

been added in every international trade 

agreement signed with the EU. Instead of 

applying different regulations according to 

the trading country, companies implement 
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the European data protection law on a global 

scale. Therefore, the GDPR gets an 

extraterritorial scope as the foreign market 

follows this regulation with their partner 

countries in almost all their data 

transmission flows.  

In practice, this regulation provides 

European citizens with the right to obtain an 

explanation regarding the decisions made by 

algorithms. However, Gordon-Murnane 

(2018, 41) highlights that “the GDPR lacks 

precise language as well as explicit and well-

defined rights and safeguards against 

automated decision-making, and therefore 

runs the risk of being toothless.” Hence, in 

the long run, the GDPR does not guarantee 

policies and technologies that comply with 

ethics and privacy. To be efficient, data 

protection law must be implemented in every 

step of the new technologies’ development, 

from early stages to final processing. 

Unfortunately, our policymakers, industries, 

academia, and public sectors do not have the 

necessary resources to both develop efficient 

and innovative technologies and respect data 

protection law (Panagiotopoulos, 2019).  

Yet, European regulators struggle to 

catch up and keep up with the growing pace 

of our digital evolution, and many measures 

that the GDPR has implemented conflict 

with the way global computer networks 

currently operate. The right to erase 

personal data is one of the most complex 

conditions to meet (Teixeira, Mira da Silva 

and Pereira 2019). In his report, Herian 

(2020) highlights this paradox, i.e., the right 

for European citizens to erase their personal 

data and the prohibition of storing personal 

data, which negatively impacts the 

possibility of improving control over one's 

own personal data. 

Under GDPR regulation, data 

processing is governed by the purpose 

limitation concept: Data is collected and used 

only for a clearly defined purpose. However, 

the core principle of big data is to collect and 

analyze a very large amount of data and use 

it for different purposes, rather than a single 

defined purpose (Okuyucu and Yavuz, 2020). 

Thus, even if the data is not personal, 

platforms (e.g., Facebook) could reidentify a 

person by analyzing and triangulating 

enough data (Bendiek and Römer, 2018). As 

AI relies on big data systems, GDPR 

regulation on this technology is often 

discussed, with critics arguing both that this 

new law will slow down and limit innovation 

and that it threatens individual freedoms 

and fundamental human rights.  

 

The Clarifying Lawful Overseas Use of Data 

Act: an instrument of U.S. digital supremacy 

 

In democratic and liberal societies, privacy 

and data protection are tied to liberty. 

However, in the United States, privacy and 

data protection regulations are seen in 

another light, as “the focus is not on the 

protection of human dignity, but on freedom 

in the sense of liberty as a civil right of the 

individual, who wishes to be free of legal 

regulations” (Bendiek and Römer, 2018, 37). 

These different concepts can lead to conflicts 

of interest between states.  

Implemented in 2018, the Clarifying 

Lawful Overseas Use of Data Act (CLOUD 

Act) enables the U.S. government to access 

every data center owned by a U.S. company, 

regardless of the geolocation of the servers. 

The CLOUD Act gives U.S. authorities 

permission to access U.S. cloud providers 

and request data on U.S. or foreign citizens 

and companies without their prior consent 

(Brincourt, 2021). Through bilateral 

agreements with national governments, the 

United States may also have access to data 

stored in the partner country. Thus, the 

CLOUD Act and the GDPR both have an 

extraterritorial characteristic involving 

numerous conflicts over the regulation of 

governance and digital sovereignty (Bendiek 

and Römer, 2018). 

The CLOUD Act was enacted “in the 

name of protecting the public safety of the 

United States and fighting the most serious 

infractions, crimes, and terrorism” (U.S. 

Department of Justice, 2021). But this 

extraterritorial federal law expressly reflects 

the willingness of U.S. authorities to have 

access to data stored at service providers 

(Duboc and Noël, 2021). In accordance with a 

simple judge approval, service providers 

must communicate “the contents of 

electronic communications, any record, any 

information relating to a customer or 

subscriber, including personal data. The 

person who owns the data will not be 

notified” (The U.S. Department of Justice, 

2021). The general characteristics of the law 

grant it a very broad scope of application: 
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individuals, companies, and the state, on all 

exchanges or data, wherever they are stored. 

This law breaches regulations concerning 

personal data protection, corporate data 

protection, and the protection of highly 

confidential elements of strategic state 

security. Considering that 85% of the global 

digital storage market is operated by U.S. 

firms, almost all European companies are 

potentially affected by this policy (Duboc and 

Noël, 2021). 

 

China's data governance policies: a pillar of 

the Middle Kingdom's digital power 

 
Liu (2021, 48) posits, “the Chinese 

government has long realized the strategic 

value of data.” Since Xi Jinping came to 

power in 2013, the Chinese government has 

been building its big data national strategy 

and forging its way to becoming a “cyber 

superpower” (Segal, 2017) through:  

• Strategic collaboration with digital 

firms 

• Integration of big data into 

government statistics  

• Upgrading of big data to a national 

strategy level 

• Construction of a massive national 

data center 

In 2017, the Chinese president enacted the 

Intelligence Law, its intention being to 

“strengthen the ability to protect the nation’s 

crucial data resources, speed up relevant 

legislation, and improve protection of data 

property rights.” (China Daily Newspaper, 

2017). The extremely blurred framework of 

this law may give rise to fears of its extensive 

application, as with the U.S. CLOUD Act 

(Duboc and Noël, 2021). 

China is continuously updating its 

data governance strategy and agenda, which 

makes it more relevant to its external 

environment. In China, this concept is 

intrinsically linked to the broader notion of 

“cyber sovereignty,” defined by Liu (2021, 52) 

as “state control of digital technologies, 

content and infrastructure under their 

jurisdiction.” The six fundamental texts of 

the Chinese data strategy are: the 

cybersecurity law (2016), the information 

security technology guidelines for data cross-

border transfer security assessment (2017), 

the draft measures on security assessment of 

the cross-border transfer of personal 

information (2019), the draft measures for 

data security management (2019), the data 

security law of the PRC (2021), and the 

personal information protection law of the 

PRC (2021).  

Early in the summer of 2022, China 

enhanced its data governance policy, and 

especially the data cross-border 

arrangement. Since then, companies have 

had to follow a set of CAC-implemented rules 

to transfer abroad any data created in PRC. 

Any company operating in the country must 

store its data in China. If a data transfer is 

to be made to another country, the 

government conducts a preliminary risk 

assessment. China's data localization 

requirement applies to the personal data of 

Chinese nationals, but also to so-called 

“important data,” a blurred definition that 

can include any type of data, and that is all 

available to the Chinese government.  

Hence, the approaches in this matter 

as are embodied in the EU, U.S., and Chinese 

regulations result “in three inherently 

incompatible legislative paradigms, which 

has led to the restricted flow of personal data 

around the world as well as the free flow in 

three different regions, with the EU, the 

United States and China as the center of 

each region” (Zheng, 2021, 1). 

 
RESEARCH DESIGN 

Sampling and document preprocessing 

 

We initially made requests on a 

selection (to which we had full access) of 

online databases— “Emerald Insights,” 

“Open Edition,” and “Science Direct”—to 

gather scientific documents about “public 

data governance” and “AI policy(ies)” and 

“EU” or “China” or “United States.” This 

allowed us to get 62 documents as a sample. 

We used RapidMiner text mining software to 

conduct our text analysis of these 62 

documents. For that purpose, we needed to 

correctly prepare documents to get the 

appropriate formats, clean the database, and 

obtain more meaningful results. Yet, we 

performed a tokenization of our texts by 

“non-letters” to obtain non-letter characters 

as segment cuts in our texts. As we changed 

the texts from PDF format to TXT format, 

the non-letter characters could only be 
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spacing or dashing, therefore segmenting our 

texts by words. Thereafter, we undertook a 

data “cleaning” in our database before 

running the analysis.  

First, we filtered the tokens by 

length, (4 to 20 characters) and by the stop 

words. Finally, we performed the stemming 

(snowball) process to restore all the words 

back to their roots (e.g., connect, connections, 

and connected all include the root connect).  

Moreover, before processing the Terms 

Frequency-Inverse Document Frequency 

(TF-IDF) analysis, we labeled our texts now 

turned into segments by using their origins 

i.e., China, EU, and United States. 

 

Methods 

Terms Frequency-Inverse Document 

Frequency (TF-IDF) 

 
Terms Frequency-Inverse Document 

Frequency (TF-IDF) is a common method 

used in text mining to retrieve information 

(Christian et al., 2016). Its goal is to show the 

importance of each word to a document in a 

corpus. Compared to a basic word count, TF-

IDF helps to underline the most important 

word in each label. In this case, we used the 

prune method to take only into account 

terms that appear between 5 to 9,999 times 

in the corpus.  

 

KNN algorithm 

 

The K-Nearest Neighbor (KNN) algorithm is 

a supervised machine-learning algorithm 

mainly used for classification (Uddin et al., 

2022). Our aim was to utilize KNN to 

automatically classify the documents by 

nationality with this content and see how 

accurate it was. As we worked on a small 

amount of data, we wanted the data set that 

we got from the TF-IDF operations to be at 

the same time the training set and the test 

set. To do so, we used cross validation, i.e., in 

our case we used 80% of the data set to train 

the algorithm and 20% to test the result 

accuracy. We defined a stratified sampling to 

determine which texts would be used as part 

of the training set and which would be used 

as part of the test set, while having the same 

percentage of each subset (here labeled as 

the country) in the training and in the test 

set. Yet, we utilized the cosine similarity 

between two documents based on their TF-

IDF score, which we calculated previously to 

determine the similarities of the texts. Then, 

we determined the right number of K 

Neighbor.  

Naïve Bayes algorithm  

The Naïve Bayes algorithm allowed us first 

to come up with another system of 

classification to perform another accuracy 

that might do better than the KNN one 

(Prasad et al., 2022). Thus, we could 

investigate which word(s) the algorithm 

found more determining for each label to 

classify them as a Chinese, American, or 

European texts. Yet, we did the Laplace 

correction, since if an event never occurs 

then its conditional probability would be 

equal to 0; therefore, we added 1 to each 

count feed in the algorithm (Wang et al., 

2022). 

 

RESULTS AND DISCUSSION 

TF-IDF results 

 
When we ran the TF-IDF algorithm, it 

resulted in a table containing 62 rows (one 

for each document), and 3,029 columns, 

column 2 being the labels, columns 4, 5, 6 

containing the metadata and the other 3,024 

containing single terms with the TF-IDF 

scores. The scores are low as we have many 

terms in each document (see Table 1).  
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Table 1. TF-IDF results 

 

 
 
 

Table 2 indicates the 11 most frequently 

appearing words in our documents, allowing 

one to see the main subjects of our research, 

i.e., data governance, research, privacy, 

state, and policies. All those terms are 

important as they are the main subjects of 

most papers. However, it would be difficult to 

use this data for a classifier algorithm as it 

would use those terms as important terms, 

even though they are not discriminant.  

 
Table 2. Most frequently appearing words 
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We then fed those results into the KNN 

classifier.  

 

KNN classifier results 

First, we needed to determine the optimum 

parameter number of K neighbor. As we built 

a loop to be more efficient, we could thereby 

determine which number of K neighbor has 

the minimum error rate. Our results stress 

that the fourth iteration has the minimum 

error rate: 27%. Therefore, we know that 5 K 

neighbor is the optimum parameter with an 

accuracy of 73% (see Figure 1). 

 

 
Figure 1. Error rate number of K neighbor 

 

 

Thereafter, the confusion matrix of 

our KNN algorithm with 5 K neighbor set as 

parameter was done. As Table 3 indicates, 

the algorithm performs very well with 

predicting text coming from China—a 

94.12% accuracy, with only one error of a 

European text predicted as Chinese. Hence, 

Chinese texts are highly recognizable, as 

they have a clear tendency on the topics (half 

of texts deals with Covid-19 and AI). Most of 

the Chinese texts mention the role of the 

state and its tight influence on research and 

companies.  

The KNN algorithm performs rather 

well with the European text, with an 

accuracy of 80%. However, the accuracy 

drops below 50% for the American texts, with 

a tendency to label similarly to European 

texts, predicting nine texts as European and 

nine correctly predicted as American. The 

fact that there are also more European texts 

than American might additionally create a 

negative effect for the classifier, which has 

less data to train with to recognize the 

American label. 

 

Table 3. KNN confusion matrix 
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Naïve Bayes algorithm results  
 

Table 4. Naïve Bayes confusion matrix 

 
 

 

The confusion matrix of the Naïve Bayes’ 

classifier (see Table 4) didn’t perform as well 

as the KNN classifier: 64.5% performance (as 

average). The algorithm performs less well 

when classifying all three labels, with a 12% 

drop in classification of the Chinese ones. 

To investigate which terms influence 

each label the most, we checked the 

distribution table. This table shows two 

values per attribute, i.e., the mean deviation 

and the standard deviation. Our results 

highlight that there are more similarities 

among the influential terms between Europe 

and the United States (see Table 5), and the 

most influential word for the U.S. label also 

has strong influence on the EU one (thereby 

the classifier struggles to differentiate 

between the two classes).  

 
Table 5. The EU sort Naïve Bayes distribution table 
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However, the most-influential 

Chinese terms are unique to its label. With 

almost no influence on the two other classes, 

this explains why China is the best-labeled 

category, with an error rate of 18% (see Table 

6). It is congruent with Zeng (2020, 1442) 

who highlighted “the successful employment 

of digital technologies in China is made 

possible by [China’s] unique socio-political 

environment.” Thus, for China, we observe 

many terms related to the Covid-19 

pandemic (e.g., outbreak, virus, coronavirus, 

epidemic). The term authoritarian appears 

in Row 16, thereby allowing them to focus 

only on the technical part of AI, and not on 

public opinion nor law limitations, which is 

in line with what was stated in our literature 

(Zeng, 2020; Liu, 2021). 

If we add up the 15 most influential 

attributes for China, we reach the number 

2.155; the same attributes for the EU reach 

0.205 and 0.160 for the United States. This 

means that the influential terms for China 

are unique for this specific label. If we 

perform the same analysis on the EU, we 

find that its 15 most influential terms reach 

the number 2.041, which is quite a shift 

when compared with China, for which those 

terms score 0.321. However, those terms do 

have an influence on the U.S. label, where 

they score 1.029. This confirms that the 

difference between the EU and U.S. texts is 

not as wide as the difference between the EU 

and the Chinese texts. Moreover, the 15 most 

influential terms for the United States and 

EU share three terms: data, item, word.  

 
Table 6. The Chinese sort Naïve Bayes distribution table 
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Yet, it is very interesting to find words such 

as GDPR and ethic as the fourth and fifth 

most influential terms for European-labeled 

texts. As defined in the literature review, 

there is a difference between the way China 

and EU countries are working on AI. The EU 

is trying to build a different model based on 

the spectrum of data privacy (first and 

thirty-first terms ranked) and prioritize the 

rights of its citizenry (city ranked 12th). 

This, according to Hlávka (2020), is one of the 

reasons why the EU lags in terms of AI-

related technological advances. 

Furthermore, this is where we can see the 

difference between the EU and the United 

States. 

Even though it is not as relevant as 

the differences that the EU and the United 

States have with China, there is still a 

difference between the United States and the 

EU. Our algorithms allow us to obtain more 

terms coming from U.S. private industry, as 

well as potential application of AI (same as 

China, and a few words being related to 

Covid-19), as we have medical terms like 

health ranked fourth, healthcare ranked 

seventh, medic 11th, and patient 13th—but 

also, terms that are related to company 

property, such as court, venture, and 

copyright. Therefore, as Duboc and Noel 

(2021) stressed, even if the United States 

created the CLOUD Act (which is still very 

vague on different subjects), it still allows 

massive collections of data—wherever their 

tech companies do business in the world— to 

feed their algorithm and maintain their 

competitiveness against the Chinese tech 

companies that are government-sponsored. 

 

CONCLUSION 

Data constitutes the main vector today of the 

success of companies and countries. Yet, data 

represents “the most important factor to 

ensure successful AI algorithms” (Lee, 2018, 

34) as it “feeds” the AI algorithm 

constructed. AI importance is growing, as 

pointed out in 2017 by Russia’s President 

Putin: “whoever leads in artificial 

intelligence will rule the world.” (Meyer, 

2017). Therein, to control the internet and 

data, states define public data governance 

policies (Woods, 2018). Alhassan et al. (2017) 

amplified the need to investigate public data 

governance and AI policies. In an aim to help 

address this gap, we’ve used machine 

learning through RapidMiner text mining 

analysis to highlight the different 

approaches to public data governance and AI 

policies as they exist in the Chinese, 

European, and U.S. literature. We’ve sought 

to determine whether a classification of the 

texts obtained in scientific databases is 

possible according to the key words 

characterizing the approach to public data 

governance and AI policies and depending on 

the three geographical areas selected. 

We obtained a 72% accuracy with the 

KNN algorithm using the cosine similarity 

with the number of neighbors set to 5- and it 

performed well on the Chinese' texts and less 
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well when differentiating U.S. labeled text 

from European text.  

We used the Naïve Bayes algorithm 

and obtained a 64% accuracy, which is not as 

good as that which was achieved with KNN. 

However, it enabled us to understand better 

how the algorithm weighted each probability 

to classify the text. We determined that 

Chinese top discriminant terms were more 

unlikely to also be discriminant for the EU 

and U.S. texts. While the EU and U.S. texts 

tend to be more similar and so have similar 

discriminant terms.  

Our results emphasize that China 

has no legal limit in terms of developing its 

big database’s algorithm. Yet, the United 

States tends to focus more on its data 

sovereignty, but with more mentions of 

ethics or privacy than in China. Regarding 

the EU, it highlights that the EU is trying to 

build a model that focuses on data privacy 

and rules to protect its citizens’ privacy.  

The survey has some limitations due 

to the limited number of databases used as 

well as the limitations of RapidMiner. 
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